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Zusammenfassung

Im ersten Teil dieser Arbeit wird die Qualifizierung und Optimierung der
Module fiir den Einsatz im zentralen CMS Pixel Detektor beschrieben.
Dieser besteht aus 800 Modulen, die auf drei zylindrischen Lagen um den
Kollisionspunkt befestigt sind. Von April 2006 bis Marz 2008 wurden am
Paul Scherrer Institut (PSI) in Villigen, {iber 900 solcher Module zusam-
mengebaut. Um die Anforderungen beziiglich Leistung und Lebensdauer
zu erfiillen, wurde eine umfangreiche Testprozedur entwickelt, in der jedes
Modul eingehend gepriift und eingstuft wurde. Als Teil der Testproze-
dur wurden unter anderem die charakteristischen Eigenschaften von jedem
Modul bestimmt, und verschiedene Kalibrationsalgorithmen sowie Algo-
rithmen zur Leistungsoptimierung durchgefiihrt. Entsprechend den Testergeb-
nissen wurde jedes Modul in eine von drei méglichen Qualitétskategorien
eingeteilt. Am Ende qualifizierten sich 824 der insgesamt 971Module fiir
den Einsatz im CMS Pixel Detektor. In 75 % der Fille wiesen diese Module

sogar eine ausgezeichnete Qualitédt auf.

Der zweite Teil der Arbeit prisentiert eine Monte-Carlo Studie zur Mes-
sung des seltenen Zerfalls Bg(d) — utp~. Diese Zerfallskanile bieten eine
exzellente Moglichkeit um nach neuer Physik zu suchen. In vielen Er-
weiterungen des Standard Modells, wie zum Beispiel in der Minimalen Su-
persymmtrischen Erweiterung des Standard Modells (MSSM), vergrossert
sich das Verzweigungsverhéltnis erheblich in Abhéngigkeit von tan 3, einem
zentralen Parameter vom MSSM. Schon mit relativ kleinen Datenmengen
lasst sich der Parameter Raum der Modelle jenseits des Standard Mod-
ells eingrenzen. Bei einer intergrierten Luminositit von 1fb™!, wird eine
obere Grenze von 1.3 x 107 mit 90% C.L. fiir das Verzweigungsverhiltnis

erwartet.






Abstract

This work will focus first on the qualification and performance optimisation
of the barrel pixel detector hardware in the CMS experiment. The barrel
part of the pixel system holds about 800 detector modules on three cylin-
drical layers around the interaction region. In the period of April 2006 to
March 2008, 971 fully assembled detector modules have been produced at
Paul Scherrer Institute (PSI) in Villigen, Switzerland. To meet the per-
formance and lifetime requirements of the CMS pixel system, an elaborate
test procedure has been developed and an adequate grading system has
been established. In total 824 modules qualified for use in the CMS pixel
system, out of which 75 % were attested an excellent performance and 25 %
held deficiencies with only a minor impact on the detector performance.

The remaining 147 modules exhibited serious flaws and were rejected.

The second part of this work will be on the development of a physics analysis
aiming at the measurement of the rare decay BS( 3 w ™. These decay
modes provide good sensitivity to tan 3, a central parameter of the Minimal
Supersymmetric extension of the Standard Model (MSSM). The MSSM and
many other Standard Model extensions predict a (very) large increase of
the branching fraction expected in the Standard Model. Therefore, these
rare decay modes offer an excellent opportunity to observe signals of new
physics beyond the Standard Model already with a small data sample from
the very first running period at the LHC. With the first 1fb™! of integrated
luminosity, an upper limit on the branching fraction of 1.3 x 1078 at the
90% C.L. is expected. In this analysis, the most effective selection criteria
discriminating the large background from the signal are based on the long
lifetime of the B mesons. The pixel detector allows a precise determination
of the displaced vertices and will therefore also play a crucial role in this

part of thesis.






Contents

1 The Large Hadron Collider at CERN

1.1 The LHC Design . . . . . . . . . e

1.2 Machine luminosity . . . . . . . .. .. L Lo

1.3 Proton-proton Collisions . . . . . . .. ... .. ... .. ........

1.4 The High Energy Frontier . . . .. .. ... ... ... ... ......
Introduction

2 The Compact Muon Solenoid

2.1 Coordinate conventions . . . . . . . . . ...
2.2 Solenoid . . . . ..
2.3 The Silicon Tracker . . . . . . . .. .. ... ...
2.4 The Electromagnetic Calorimeter . . . . . . .. .. ... ... .....
2.5 The Hadronic Calorimeter . . . . . . . . ... ... . ... .......
2.6 The Muon System . . . . . . . .. ...
2.7 Track Reconstruction in CMS . . . .. . ... ... ... ... .....

3 The CMS pixel detector

3.1 The Pixel Barrel System . . . . .. .. ... ... L.

3.2 The Detector Modules . . . . . .. .. ... .. oL

3.3 The Readout Chip . . . . . . . .. .. . .. .. ... ... ...

3.4 The Analogue Chain . . . . . . .. .. ... ... ... ... ......
Part I

4 Test and Optimisation Algorithms
4.1 Preliminary Remarks . . . . . . . . . ... .. oo
4.2 Threshold Measurements . . . . . . . . . .. .. ... ...

vi

© 0 = = W

12
12
14
14
21
23
24
28

31
31
32
35
36

30



CONTENTS

4.3 Start-Up Tests . . . ... ... ... ... ....
4.4 Functionality Tests . . . . . . ... .. ... ...
4.5 Performance Tests . . . ... ... ... .....
4.6 Calibration Tests . . . . .. ... ... .. ....
4.7 Performance optimisation . . ... ... ... ..
48 Results. . ... ... ... . ... ..

Module Qualification

5.1 Qualification Procedure . . . . . . ... ... ...
5.2  Qualification Criteria . . . . . . . ... ... ...
5.3 Results. . . ... ... ... ... ...
B physics

6.1 The Discovery of the Bottom Quark . . . . . . ..
6.2 The Standard Model . . . . . . . ... ... ...
6.3 The Goals of B physics . . . . . .. .. ... ...

6.4 B-production Mechanisms at the LHC

Part II

7

The search for B? — ptu~

7.1 Event Simulation . . . ... ... ... ......
7.2 Trigger . . . . . .o
7.3 Muon Reconstruction . . . . .. .. ... ...,
7.4 Event Selection for B — pTp= .. ... ...
7.5 The Normalisation Sample B* — Jh) K*

7.6 Background study . . .. .. ... ... ...
7.7 Systematics . . ... ... ... ... ... ...
7.8 Results. . .. ... ...

DACs and Registers
DAC Default Settings
Signal and Background Distributions

Normalisation Distributions

vii

161

163

165

167



E Rare Background Distributions 169

Bibliography 177
Acronyms 178
List of Figures 183
List of Tables 185
Acknowledgement 188

Curriculum Vitae 190



Introduction

Nearly everything we currently know about the elementary constituents of matter and
their interactions can be described by a relativistic quantum field theory known as the
Standard Model of particle physics. In the past decades, the predictions of the Standard
Model have been confirmed to high precision in a wide variety of experiments—making
it one of the most stringently tested scientific theory. The only unobserved particle
of the Standard Model is the elusive Higgs boson. The existence of this scalar parti-
cle is required by the Higgs mechanism, which was introduced ad hoc to explain how
the gauge bosons of the weak force acquire their masses through spontaneous sym-
metry breaking. Despite the stunning success in describing the experimental data,
the Standard Model has its deficiencies. In its original design, neutrinos had been
assumed to be massless. But the neutrino oscillations, first observed in 1998, require
an adjustment of the Standard Model to accommodate massive neutrinos. Moreover, a
quantum description of gravity is not included in the Standard model. The fact, that
the mass scale of the electroweak force and the mass scale, where gravitational effects
become important, are highly disparate, leads to the so-called hierarchy problem. The
electroweak scale is sensitive to higher energy scales, where quadratically divergent
quantum corrections to the Higgs mass arise. To cancel the lowest order contributions
an unnatural fine-tuning of parameters is required. Furthermore, the particles of the
Standard Model merely account for four percent of the energy density in our universe;
the rest is made of mysterious dark matter and dark energy. It also fails to explain the
matter-antimatter asymmetry in the present universe.

Given the many shortcomings, the Standard Model is generally considered to be only
a low-energy effective theory and new physics is expected to enter at the TeV scale. A
wide variety of theoretical approaches for physics beyond the Standard Model has been
proposed. The new hadron accelerator facility— the Large Hadron Collider (LHC)—
in Geneva will play a significant role in providing evidence for physics beyond the Stan-

dard Model. At unprecedented energies and interaction rates, the LHC will open up
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the door to a new energy regime, putting the Standard Model and its extensions to the
test. In three experimental areas, counter-rotating beams of protons will collide at a
center-of-mass energy of 14 TeV. A fourth experiment will look at heavy ions collisions
at a center-of-mass energy of 1148 TeV (2.76 TeV per nucleon).

Chapter 1 will review the design and operation of the LHC and provide an outlook
on possible future colliders at the high-energy frontier. Chapter 2 is dedicated to one
of LHC’s general purpose experiment—the Compact Muon Solenoid (CMS). Given to
the topic of this thesis, the emphasis of this chapter will be on the innermost device
of CMS, the silicon tracker. Chapter 3 will then focus on the barrel part of the pixel
detector and its basic component—the CMS barrel pixel modules. In an elaborate pro-
cedure comprising all the functionality, calibration and performance tests, the quality
of each module was assessed. The algorithms used in the test procedure are exlpained
in chapter 4, including a summary of the test results. Chapter 5 describes the different
steps of the qualification procedure and concludes the first part of the thesis with the
results of the module qualification. The second part of this work starts by outlining
the basic concepts of the Standard Model, with the emphasis on flavour mixing and
CP violation, and by highlighting the major goals of B physics and the prospects at
the LHC in chapter 6. Chapter 7 provides a detailed Monte Carlo study of the physics
analysis, that aims at the measurement of the rare decay Bg( 3 w . The analy-
sis chapter concludes by giving the expected upper limit for the branching fraction in

1fb~! of intergrated luminosity.



Chapter 1

The Large Hadron Collider at CERN

The Large Hadron Collider (LHC) is a new hadron accelerator facility at the European
Organisation for Nuclear Research (CERN) near Geneva. The LHC aims to explore
physics beyond the standard model by colliding protons onto protons at unprecedented
energies and interaction rates [1]. Tt is designed to collide proton beams at a center-of-

2571 The resulting

mass energy of 14TeV and a nominal luminosity of £ = 103 ¢cm™
event rate of approximately 10° inelastic interactions per second is achieved by colliding
bunches with about 1.15-10*! protons every 25ns. The highly complex and challenging
two-ring accelerator was installed in the existing 26.7 km tunnel of the Large Electron-
Positron collider (LEP) and reuses the existing proton accelerator facilities of CERN
as injectors.

The length scale probed in a collision experiment is given by the de Broglie wave-
length A\ = h/p and decreases with the momentum of the colliding protons. In the
energy regime of the LHC the constituents of the incident protons, the quarks and the
gluons, can interact directly with each other. As each of the constituents only car-
ries a fraction of the total energy of the proton, a wide spectrum of effective collision
energies is available. In that sense the LHC is a powerful discovery machine with a
very high mass reach for direct discovery of new particles. Although several precision
measurements are also possible with the LHC, electron-positron colliders are much bet-
ter suited for that purpose (due to the very clean experimental environment and the
known collision energy of the point-like particles). Advanced research on new types of
linear electron-positron accelerators, that complement the capabilities of the LHC, is
being conducted at present [2; 3.

In addition to proton proton collisions, shorter runs with completely ionised lead

nuclei (Pb***) are planned before each yearly machine shutdown. With the nominal
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dipole field strength the center of mass energy will be 1148 TeV (2.76 TeV per nucleon).
Bunches containing 7 x 107 nuclei will collide every 100ns reaching a design luminosity
of L =10 cm=2s7L.

The LHC envisages a very rich and diverse physics program that will be covered
by the six different experiments located in the four experimental caverns: The two
general purpose experiments, ATLAS [4] and CMS [5], will elucidate the nature of
electroweak symmetry breaking and search for its agent - the Higgs boson. CMS and
ATLAS will also conduct b-physics studies, but the main part of LHC b-physics program
will be covered by another dedicated experiment, LHCb [6]. The fourth experiment,
ALICE [7], has been conceived for heavy ion physics and will study the properties of
quark-gluon plasma. The TOTEM experiment [8] is designed to study phenomena in
the very forward region, including elastic and diffractive scattering and will provide
a precise measurement of the total cross-section o,,. LHCf [9] is a special purpose
detector that will measure the production cross-section of neutral pions emitted in the
very forward direction of proton-proton collisions, providing the input for models used
in ultra-high energy cosmic ray studies. Sections 1.1 outlines the design and operation
of the LHC. The machine luminosity is discussed in section 1.2. At the end of the
this chapter, section provides an outlook on possible future colliders at the high-energy

frontier.

1.1 The LHC Design

Despite the advantages of a pp collider in terms of design, where the two beams with
opposite charge can use the same vacuum and magnet system, such a choice was
excluded by the requirement of high beam intensities and the difficulty to produce
sufficient amounts of antiprotons. This choice does not effect the physics potential of
the LHC as most of the interactions are gluon-initiated [10] and the distributions of
gluons in protons and antiprotons are the same. Cost saving reason and, of overriding
importance, the lack of space in the LHC tunnel lead to the adoption of twin bore
magnet design where both beam pipes and superconducting coils are combined within
the same mechanical structure and cryostat. The maximum beam energy at LHC is
limited by the peak dipole field that can be achieved with the dipole magnets. The
envisaged energy of £ = 7'TeV for each proton beam requires a magnetic field of 8.33 T,

following from
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E[TeV] = B[T] x 0.84T—;V. (1.1)

Based on the layout of the LEP tunnel, the LHC has eight arcs and eight straight
sectors. An arc contains 23 regular cells with six main dipole magnets bending the
beam and two main quadrupole magnets focusing the beam, as well as various multi-
pole corrector magnets. Each straight region either serves as experimental or utility
insertion: four are dedicated to the experiments, one to the radio-frequency (RF) sys-
tem, two to beam cleaning and one to beam dumping. Dispersion suppressors (DS)
are located at the transitions between the arc and straight sections to adapt the LHC
reference orbit to the geometry of the tunnel, to correct horizontal dispersion and to
help matching insertion optics. In total the LHC magnet system includes over 9000
magnets. These superconducting magnets are operated at 1.9 K in a static bath of
superfluid helium, with the exception of a few that are operated at 4.5 K. The 1232
main dipole are bent in their horizontal plane. With a magnetic length of 14.3m at
1.9 K the resulting bending radius is 2804 m.

The LHC will be supplied with protons from the existing complex of proton acceler-
ators at CERN, (Figure 1.1). These accelerators have been in use for decades for other
experiments and extensive upgrades were necessary to adapt them to the requirements
of the LHC. The acceleration starts in the duoplasmatron proton source of the linear
accelerator facility (LINAC2). In LINAC2 the protons are accelerated to 50 MeV before
they are injected into the Proton Synchrotron Booster (PSB). In order to reduce space
charge the 1.4 GeV protons are transferred in two batches from the four PSB rings to
the Proton Source (PS). The PS accelerates the protons to an energy of 25GeV and
forms the bunch train with the correct LHC spacing of 25ns. At the last stage of
the injector chain, the Super Proton Synchrotron (SPS), the protons are accelerated
to the LHC injection energy of 450 GeV. The two counter-rotating proton beams are
delivered to the LHC through two separate transfer lines (TL 2 and TL 8). The rise
times of the kicker magnets at the different injection stages lead to missing bunches in
the LHC beam structure. Including the 3 us gap foreseen for the rise time of the beam
dumping magnets, 2808 out of 3654 available bunches will be filled. Filling one LHC
ring takes about three minutes.

The radio-frequency (RF) acceleration system and the beam feedback systems are
located at the insertion region (IR) at Point 4. The main 400 MHz RF Acceleration

Systems (ACS) captures, accelerates and stores the injected beam systems, and at the
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Figure 1.1: LHC accelerator and injection chain at CERN and the location of the four

main experiments.



1.2 Machine luminosity

same time damps the longitudinal injection errors. There are two independent ACS
systems for each beam, both containing eight Superconducting Cavities (SC) operated
at 4.5 K. Driven by a 300 kW klystrons, that are connected to an SC through a
variable power coupler, each cavity can provide an tunable acceleration voltage of 1 MV
at injection to 2 MV at nominal energy. The latter corresponds to a field strength of
5.5 MV/m. Each turn, the beam is increased by 485keV, giving a ramp-up time of
20 minutes. The transverse damping and feedback system (ADS) uses electrostatic
deflectors that damp the transverse oscillations. In each ring the beam position and
angles are measured by two damper pickups and the trajectory is corrected on the

succeeding turn by the horizontal and vertical kicker units.

1.2 Machine luminosity
The event rate of a certain physics process is given by
R=Lo (1.2)

where o is the cross section of the physics process under study and the L is the
machine luminosity. The machine luminosity depends only on the beam parameters

and can be written as

nle;27rf
L=—"""F 1.3
4dre, B3* (13)

where N, is the number of particle per bunch, n; is the number of bunches per
beam, 7, the relativistic gamma factor, f is the bunch crossing frequency, ¢, is the
normalised transverse beam emittance, 5* is the beta function at the collision point
and F' is the geometric luminosity reduction factor due to the crossing angle at the
interaction point. F' can be calculated from the crossing angle 6., the RMS bunch
length o, and the transverse RMS beam size o*: F = 1/y/1+ (6.0./20%)2. The
existing complex of injectors can already provide the beam for reaching the nominal

luminosity of 10**ecm=2s7!. However, the proton accelerators in the injection chain

were built decades ago and are not optimised for the purpose of LHC. Improvements
of the injectors will eventually lead to the ultimate luminosity of 2.3 x 10>*ecm=2s7 1.
The proposed LHC luminosity upgrade will comprise several phases.

Driven by the lifetime of the IR quadrupoles and the evolution of the statistical

error halving time, a Super LHC (SLHC) scenario for a luminosity upgrade in 2015
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2

has been developed and aims at a peak luminosity of 103 cm=2s7!, i.e. ten times the

LHC nominal luminosity.

1.3 Proton-proton Collisions

The total cross-section of proton-proton interactions at the LHC energy of 14 TeV can
be extrapolated from previous experiments at lower energies |11] or extracted from
cosmic ray data [8; 12]. The total cross-section o,, has contributions from elastic
and inelastic scattering. The inelastic processes can be subdivided into diffractive and
non-diffractive scattering, and therefore 0,, = 0e + 04i + Ona.

In the elastic process, two protons are only slightly deflected - interacting mostly
via photon exchange (Coulomb scattering) at low four-momentum transfer or predomi-
nantly via Pomeron exchange in the region of high momentum transfer. The dominant
contributions in diffractive processes come from single and double diffractive dissocia-
tion, in which the exchange of a colourless Pomeron leads to the fragmentation of one
or both protons respectively, giving rise to hadronic activity at large pseudorapidities
on one or both sides of the detector. Most of the non-diffractive inelastic interactions
are soft and happen at low four-momentum transfer. They are are often referred to as
manimum bias events, indicating a minimal bias in the online selection that is defined
by the minimum bias trigger. In literature different definition of minimum bias inter-
actions exist. Historically the double diffractive inelastic processes are also included!
and minimum bias events therefore approximately comprise the non-single diffractive
inelastic (NSD) interactions.

The prediction of the total pp cross-section depends on the model used for the
extrapolation. A discrepancy between the two final results from Tevatron and the
large uncertainties in the cosmic ray data leaves a broad interval for the expected value,
typically ranging from 90 to 130 mb depending on the model. The large uncertainty
will be resolved by the precise measurement of 0,, by the by the TOTEM experiment.
The cross-section estimate given by the Monte Carlo (MC) event generator PYTHIA
amounts to about 101 mb, of which 22mb come from elastic scattering and 55 mb is
due to non-diffractive inelastic interactions.

At the initial low luminosity there will be 3.5 non-diffractive inelastic interaction

per bunch crossing on average. At high luminosity conditions the number will increase

from experiments where the minimum bias trigger is based on a a two-arm coincidence, that

suppresses single diffractive events
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to an average of about 20 events per bunch crossing (implying around 1000 charged
particles). These minimum bias interactions in addition to the event under study are
called pile-up events. Most of these events are soft, which means they happen at low
four-momentum transfer Q2. In hard scattering processes the interaction takes place
between the constituent partons—quarks and gluons—of the protons. Soft partonic
interactions in the remmnants of the proton, that are not associated with the hard
scattering processes contribute to the so-called underlying event (UE). The production
rate and event properties of hard interactions can be estimated with good precision
using perturbative QCD. At LHC energies the partons involved in the interaction carry
a small momentum fraction . The predominant processes are therefore sea quark and

gluon scatterings, as opposed to valence quark scatterings at Tevatron.

1.4 The High Energy Frontier

The “Livingston Plot” in Figure 1.2 exhibits the immense exponential growth in the
constituent energy reach of lepton and hadron colliders during the last decades. This
fast ascent owes mainly to the progress in accelerator technology, in particular super-
conducting magnet technology. At the same time, the plot indicates a much slower
progression of the energy frontier at which new physics can be probed by future col-
liders.t

A major drawback of circular electron-positron colliders is the energy loss due to
synchrotron radiation. This energy loss has been the limiting factor for the center-of-
mass energy at the Large Electron-Positron Collider (LEP) at CERN. For the highly

relativistic particles in an accelerator

ﬁ:gzl and = — (1.4)
c

and the energy loss for each revolution is given by [13]

Ao E*
AE = —p'"' ~
R0 R

!Besides the energy of an accelerator (that defines the threshold for new discoveries), the machine

(1.5)

luminosity is equally important, as it determines the interaction rate and hence the probability of new

discoveries.
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Figure 1.2: The Livingston plot showing the constituent energy reach of past, present

and future colliders.

where R is the accelerator radius and « is the electromagnetic fine-structure con-
stant.

One option to reduce the energy losses in circular lepton-lepton colliders is to in-
crease the radius. Building a circular electron-positron collider beyond LEP energies
however would result in unwarranted cost - due to the sheer size of the machine and
its power consumption. On the other hand, synchrotron radiation losses vanish in case
of a linear collider, where R — oco. At present two new linear accelerators, aiming to
collide electrons onto positrons at the TeV scale, are in development: The International
Linear Collider (ILC) [2] and the Compact Linear Collider (CLIC) [3]. Another option
to realise a circular lepton-lepton collider is to accelerate muons instead of electrons.
Muons are 200 times heavier than electrons and thus synchrotron radiation becomes
negligible. This particular approach is currently studied by the Muon Collider Task
Force (MCTF), proposing muon collisions at a center-of-mass energies above 1 TeV [14].
The rest lifetime 79 = 2 us of such highly relativistic muons is stretched by a Lorentz
factor v of the order of 10°.

Similarly, synchrotron radiation does not pose a serious problem at the LHC. A
proton is about 1800 times heavier than an electron which reduces the energy loss by

a factor 10'3. The LHC requires a very strong magnetic field of 8.33T to keep the

10



1.4 The High Energy Frontier

protons on a circular track. The proposed Very Large Hadron Collider (VLHC) [15]
foresees a staged construction of a 233 km storage ring, increasing the dipole field of the
bending magnet from 2T to 10T and a center-of-mass energy of 40 TeV and 175 TeV
respectively.

Up to date, it remains unclear whether any of the above accelerators will reach

realisation.

11



Chapter 2

The Compact Muon Solenoid

The Compact Muon Solenoid (CMS) is one of the two general purpose detectors, de-
signed to explore a wide range of physics in the 14 TeV proton-proton collisions at LHC.
The detector requirements are driven by the aim to measure the decay signatures of
the hypothetical Higgs boson and the search for new physics at the TeV scale. The
strong magnetic field generated by a super-conducting solenoid allows for a simple and
relatively compact design. CMS is composed of several sub-detector systems, arranged
cylindrically around the beam-pipe as illustrated in Figure 2.1. Closest to the collision
region, a silicon tracking device determines the trajectories of charged particles. The
tracker is surrounded by the electromagnetic and hadronic calorimeters, that measure
the energy of charged and neutral particles. Except for the hadron forward calorimeter,
tracker and calorimeters are contained within the super-conducting coil. Outside the
magnet, the muon system is interleaved with the iron plates of the flux-return yoke of
the solenoid.

Before outlining the design and operation of the different detector parts in this chapter,
the CMS coordinate conventions are introduced in section 2.1. The subsequent sections
describe the solenoid (2.2) and the different sub-detectors (2.3 - 2.6). According to the

topic of this thesis, the emphasis has been put on the tracking device.

2.1 Coordinate conventions

e (x,y,2): The z-axis is placed along the beam direction toward the Jura mountain,

and the x- and y-axis define the transverse plane perpendicular to the beam. x

12
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Superconducting Solenoid

Silicon Tracker

Very-forward Pixel Detector

Calorimeter

Calorimeter
Electromagnetic
Calorimeter

Compact Muon Solenoid

Figure 2.1: The detector layout of the Compact Muon Solenoid (CMS).

points toward the center of LHC and y points vertically upward.

e (1,0,¢): The azimuthal angle ¢ is measured from the z-axis in the z-y-plane and

the polar angle 6 is measured from the z-axis. r is the radial distance.

Since the actual interaction in the collision at the LHC happens between the con-
stituents of the protons, the rest frame of the hard collision will be boosted along the
beam axis. To study the proton collisions in a coordinate frame that is invariant under

Lorentz boosts along the beam axis, the polar angle 6 is commonly replaced by the

- ta (1), o

In (r, n, ¢) coordinates is the transverse quanitities as well as the differences in 7

pseudorapidity 7, defined as

are Lorentz invariant under longitudinal boosts.

13



2.2 Solenoid

2.2 Solenoid

The design of the CMS solenoid [16; 17] is driven by the large bending power needed
to precisely measure the momenta of charged particles. An innovative design featuring
amongst other things four winding layers of reinforced self-supporting conductors was
necessary to build the CMS super-conducting magnet. The coil has a diameter of
6.3m and a length of 12.5m. The large dimensions and a strong magnetic field of 4T
distinguish the solenoid notably from previous experiments. A high bending power is
crucial for unambiguous charge determination and good momentum resolution (thus
sharp trigger thresholds): Since the momentum is determined by measuring the sagitta
of the particle track, the momentum resolution is proportional' to 1/BL? where B is
the magnetic field and L is the distance between the inner- and outermost measurement
layer in the tracker. At the same time, the strong field increases the occupancy at low
radii, therefore requiring a highly granular device, such as the pixel detector, in the
region closest to the interaction point. Since most of the minimum bias events are
confined to low radii, this advantageously reduces the trapping of particles in the

barrel calorimeter system.

2.3 The Silicon Tracker

In the dense charged particle environment of the interaction region the CMS silicon
tracker [17; 18| will play an essential role, ensuring an efficient and ghost free track
reconstruction. Another important aspect of the tracker is the measurement of tracks
close to the interaction point which allows to precisely determine the secondary vertices
of long-lived objects and distinguish them from the large background of light quarks
and gluon jets. High granularity and a fast response are required to ensure efficient re-
construction and correct bunch crossing allocation of the charged particle trajectories.
A highly granular device also implies a large amount of material needed for the sup-
port, the cooling, the electronics and the cabling. Multiple scattering, bremsstrahlung,
photon conversions and nuclear interactions however impose stringent constraints on
the material budget of the tracker (see Figure 2.2). This leads to an inevitable com-
promise limiting the number of active layers and the choice of materials used. Besides,
a radiation hard design is imperative considering the high charged particle fluxes at

the interaction region. Based on these consideration a tracker device entirely based on

lif multiple scattering effects are not considered
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2.3 The Silicon Tracker

silicon detector technology was chosen. Its specification are summarised in Table 2.1

at the end of this section.

| Tracker Material Budget |

Outside

Beam Pipe

Figure 2.2: Tracker material budget for the different sub-detectors as a function of 7

in unit of radiation length [17].

The tracker along with the muon system will also allow to reconstruct muon pair
invariant masses in heavy ion collisions which is useful to study quark-gluon plasma
physics.

2571 an average of 20 overlapping proton-proton

At the design luminosity of 1034 cm™
interactions per bunch crossing are expected, producing about 1000 charged particles.
In addition the strong magnetic field confines the low p, charged particles to helical
trajectories with small radii. Together with the steeply falling p, spectrum of minimum
events (see Figure 2.3), this leads to a charged particle density that rapidly decreases
with the radius. This decrease deviates from the 1/r? law due to the presence of the
4T magnetic field. Aiming to keep the occupancy below the level of a few percent, the
architecture of the tracker is determined by the three particle flux regimes present at
high luminosity (see Figure 2.4).

Close to the interaction point at radii » < 20 cm, the high particle fluences are am-
plified by the presence of the magnetic field and requires a highly granular device such
as a pixel detector. The pixel size of 100 pm x 150 pm is driven by the desired impact
parameter resolution and gives an occupancy of the order of 10~ per bunch crossing.

The resulting track resolution is similar in both r — ¢ and z direction and allows for 3D
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Figure 2.3: Transverse momentum and pseudorapidity of charged particles in minimum

bias events [18].
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from the interaction point for 20 superimposed minimum bias events |18|.
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2.3 The Silicon Tracker

vertex reconstruction in space, important for secondary vertex reconstruction with low
track multiplicity. The pixel detector is arranged in three cylindrical layers of hybrid
pixel detector modules at radii of 4.4, 7.3 and 10.2c¢cm complemented by two disks at
|z| = 34.5 and 46.5 cm. The barrel pixel geometry leads to charge sharing across neigh-
bouring pixels due to the a Lorentz angle of 23° of the electrons in the magnetic field.
The large Lorentz effect improves the hit resolution in » — ¢ and a spatial resolution
in the range of 15 — 20 um can be achieved. In a similar way charge sharing is induced
in the forward disks by arranging them in a turbine-like geometry with blades rotated
at 20°. The pixel system covers a pseudorapidity range of —2.5 < |n| < 2.5. Since
the hit reconstruction in the pixel detector has a very low inefficiency (0.5%) and a
low ghost rate (0.01 %), the pixel detector is particularly useful for track seeding (see
section 2.6). It also plays an important role in primary vertex finding and in High
Level Trigger (HLT) algorithms, as for example the displaced dimuon trigger used in
the physics analysis part of this work (see section 7.2).

The intermediate region 20cm < r < 55cm is instrumented with a four layer
microstrip Silicon detector in the barrel region complemented by three disks at each
side. The length of the strips is 10cm and the minimum pitch is 80 um in the barrel
region and 100 um in the endcaps giving an occupancy of up to 2 — 3% per bunch
crossing. The single point resolution in r — ¢ is 23 and 35 pm.

In the outermost region at radii » > 55cm the magnetic field enhances the rapid
decrease of charged particle rates. The particle flux is sufficiently low to increase
the strip length to 25cm and a maximum pitch of 180 um and 184 ym in the barrel
and endcap region respectively. The outer tracker consists of six barrel layers of Silicon
microstrip detector that surround the inner tracker, supplemented by nine disks on both
sides, each carrying up to seven rings of Silicon microstrip detectors (see Figure 2.5).
The occupancy of the outer tracker amounts to about 1% per bunch crossing. The
increase in strip size is also necessary to limit the number of readout channels covering
the large area. However the electronic noise grows linearly with the strip length! and to
keep the signal to noise ratio above 10, the sensors thickness was increased to 500 ym in
the outer region of the tracker. The resulting higher depletion voltage can be reduced
by choosing a higher initial resistivity, so that the initial depletion voltages of the thick

and thin sensor are in the same range.” The single point resolution in the outer barrel

! The noise scales with the capacitance C %.
2With respect to radiation damage this is only advisable in the outer region of the tracker, where

the radiation levels are lower.
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is between 35 and 53 ym in r — ¢.
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Figure 2.5: Schematic layout of the CMS tracker. The innermost detector consists of
the barrel and forward pixel detector. The intermediate region holds the Tracker Inner
Barrel and Disks (TIB/TID). The outer parts are the Tracker Outer Barrel (TOB)
surrounding TIB/TID and the Tracker EndCaps (TEC) [17].

As indicated by the double lines in Figure 2.5, some layers are equipped with
stereo-modules. In that case two modules are mounted back-to-back at a stereo angle
of 100 mrad, hence providing a measurement in (7, z) as well as in (r,¢). That way, a
single point resolution of 230 and 530 um in z can be achieved in the inner and outer
barrel respectively. As shown in Figure 2.6, the layout of detector components ensures
~ 9 hits up to |n| < 2.4 and the ultimate tracker coverage ends at the |n| < 2.5. The
complete tracking system is 5.8 m long and has a diameter of 2.5m. The total active
silicon area, embodying 75 million readout channels, covers an area of 200 m?, which
make the CMS tracker the largest silicon detector device ever built.

The tracker is also essential to ensure a good muon momentum resolution at p;
below 200 GeV, where the resolution in the muon chambers is dominated by multi-
ple scattering.! Figure 2.7 illustrates the expected resolution of transverse momentum,
transverse impact parameter and longitudinal impact parameter as a function of pseu-

dorapidity for single muons with different transverse momenta.

'For low momentum muons the resolution from the tracker system is better by an order of mag-
nitude, see also Figure 2.14 in section 2.6.
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Figure 2.6: Layout of one quarter of the CMS tracker components.
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Figure 2.7: Resolution of several track parameters for single muon with transverse
momenta 1, 10 and 100 GeV. a) transverse momentum, b) transverse impact parameter

and c) longitudinal impact parameter [17].
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2.3 The Silicon Tracker

Table 2.1: Design parameters of the CMS tracker.

Pixel Inner tracker Outer tracker
Active area 1m? 198 m?
Channels 66 Mio 9.3 Mio
Occupancy 1% 2—-3% 1%
Sensor thickness 285 pum 320 pm 500 pm
Length 150 pm 10cm 25 cm
Barrel dem <7 < 1llem 20cm <r <d5Hcm  bHhem < r < 110cm
Dose in 500fb~" 840 — 190 kGy 70 — 11 kGy 11 — 1.8kGy
Layers 3 4 6
r — ¢ pitch 100 pm 80 (120) pm 180 (122) pm
Resolution 15 pm 23 (35) pm 53 (35) pm
Resolution in z 20 um 230 pm 530 pm
Stereo layers 1,2 1,2

Disks
Layers
r — ¢ pitch

Stereo rings

34.5 < |z| < 46.5cm
2
100 pm

80cm < |z] < 90cm
3

100 — 141 pm

1,2

124cm < |z < 284 cm
9

97 — 184 pm

1,2,5
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2.4 The Electromagnetic Calorimeter

2.4 The Electromagnetic Calorimeter

The Electromagnetic Calorimeter (ECAL) [19] is designed to identify and precisely
measure the energy and direction of electrons and photons in the experimental en-
vironment of CMS. It surrounds the tracker and, in combination with the Hadronic
Calorimeter, also allows to determine jet energies with high precision. The 61200 lead
tungstate (PbWOy,) scintillating crystal in the barrel region and 7324 crystals in each
of the two endcaps provide a hermetic, homogeneous coverage up to |n| = 3. The
geometrical configuration of one quarter of the crystals is illustrated in Figure 2.8 in a

transverse section through of the ECAL.
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Figure 2.8: Transverse section through the ECAL, showing the geometrical configura-

tion.

The high density PbWO, crystals (8.2 g/ cm?) have a short radiation length (X, =
0.89c¢m) and a small Moliére radius' (2.2cm). This allows for the ECAL to be a very
compact and highly granular device, that is fast and radiation tolerant. The crystals
are shaped like truncated pyramids, with a lateral size close to the Moliére radius and
the length corresponding to about 25X, in terms of radiation thickness. The axes of
the crystals in the barrel (EB) are inclined by an angle of 3° with respect to the vector
originating at the nominal interaction vertex. The axes of the endcaps (EE) crystal
point to a focus point 1300 mm beyond the interaction point. The relatively low light

yield requires the use of photo-detectors with an intrinsic gain even in the presence of

i.e. the radius of a cone containing 90 % of the energy of the shower
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2.4 The Electromagnetic Calorimeter

a high magnetic field. Therefore the scintillation light is collected by Avalanche Photo-
diodes (APD) and Vacuum Phototriodes (VPT) in the barrel and endcap respectively.
The main purpose of the two-layered preshower device (ES) placed in front of the EE is
to reject v —m° background to H — ~v, where the two closely spaced photons from the
7V decay fake a single photon. A lead absorber disk of 2X| initiates an electromagnetic
shower of incoming electrons and photons. Two planes of silicon strip detectors mea-
sure the energy and transverse profiles of the shower. Besides improving the position
determination, this also helps to distinguish electrons from minimum ionising particles
(MIP).

The results from a test beam [20], in which the energy resolution was measured using

electrons with energies between 20 to 250 GeV, are shown in Figure 2.9.
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Figure 2.9: The energy resolution, og/E as a function of the electron energy, for a
3 x 3 array of two reference crystals: a) 704 and b) 1104 [20].

The intrinsic energy resolution can be parametrised as a function of the energy, and

was found to be

B - (55).+ (), oot -

S N

where the different contributions are given by the stochastic term, the noise term

and the constant term, and E is in GeV.
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2.5 The Hadronic Calorimeter

The Hadronic Calorimeter (HCAL) [21] is placed around the electromagnetic calorime-
ter and aims to measure the energy and direction of hadron jets. The barrel part (HB)

and the endcaps (HE) hermetically cover the pseudorapidity range up to |n| = 3 and
are entirely immersed in the magnetic field of the solenoid. The HB and HE are
segmented into 2304 oriented towers, consisting of respectively 17 and 19 tiles of ac-
tive plastic scintillator (readout with wave-length shifting fibres), interspersed between

brass absorber plates. Figure 2.10 illustrates the tower segmentation of one quarter of

the HCAL.
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Figure 2.10: A schematic of the tower mapping in 7 — z of the HCAL barrel and endcap

regions.

Brass was chosen because it has a relatively short interaction length and is non-
magnetic. Additional structural strength in the barrel is provided by the stainless steel
plates in the inner- and outermost layer. Since the amount of absorber material that
can be placed in the HCAL is constraint by the inner radius of the solenoid, a “tail
catcher” is placed outside the solenoid, to reduce the tails in the energy resolution func-
tion. This hadron outer detector (HO) consists of two scintillator layers on either side
of an iron absorber. Taking into account the material of the magnet coil, the effective

thickness of the HB amounts to over 10 hadronic interaction lengths.
The hadron forward calorimeters (HF), located 11.2m from the interaction point, pro-

vides an extended hermetic coverage up to || = 5.2 for measuring missing transverse
energy. The hostile environment in the forward region with very high charged hadrons
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2.6 The Muon System

rates lead to a Cherenkov-based technology consisting of steel absorbers and embedded
radiation hard quartz fibers.

The energy resolution of the combined barrel calorimeters was measured in a test
beam with hadrons, electron and muons in the energy range 2 — 350 GeV. The op-
timised energy resolution' of the combined EB+HB system was found to be o/F =
84%/VE @ 7% [22], where the first and second term in the equation represent the
stochastic and constant term, respectively. The results from a test beam with 7= are

shown in Figure 2.11.
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Figure 2.11: Energy resolution o/ E, - measured in a 7~ test beam as a function of the
beam energy [23].

2.6 The Muon System

Muons are prominent signatures in most final states of the physics probed by the
LHC. Muons are cleanly measurable objects due to their long lifetime, high mass,
high penetration power and low radiative losses.? As shown in Figure 2.12, the muon
spectrometer [17; 24] is hosted in the magnet return yoke and provides a full geometric

coverage up to || = 2.4. At least 16 interaction length of material are present over

'i.e. after applying corrections to compensate for the different intrinsic electron to hadron response

(e/h) in the ECAL and HCAL
2Unlike most particles, high energy muons are not stopped in any of the calorimeters and they

are less affected by radiative losses in the tracker than electrons.
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2.6 The Muon System

the whole 7 range (Figure 2.13), ensuring efficient muon identification by absorption
of other charged particles before (HCAL, ECAL) and inside the muon system (iron

\

yoke).
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Figure 2.12: Layout of one quarter of the muon system for initial low luminosity

running.

The muon system uses three types of gaseous particle detectors. Drift Tubes (DT)
are used in the barrel region (|n| < 1.2), where the magnetic field is confined to the iron
yoke, the muon rate is low and the neutron induced background rates is small. The
endcap discs are instrumented with Cathode Strip Chambers (CSC) in order to deal
with the strong, non-uniform magnetic field and the high charged particle rates in the
forward region (0.9 < |n| < 2.4). The DTs and CSCs provide precise time and position
measurements and are both complemented by the Resistive Plate Chambers (RPC).
The fast response of the RPCs and a time resolution of 3ns allow to unambiguously
assign a muon track to the correct bunch crossing.

The muon momentum resolution for the muon system only, the tracker only, and for
both is illustrated in Figure 2.14 as a function of the transverse momentum. For pp
values below 200 GeV, where the resolution in the muon chambers is dominated by
multiple scattering, the best momentum resolution is given by the resolution obtained
in the silicon tracker. If multiple scattering and energy loss are negligible the muon

trajectory after the coil extrapolates back to the beam line. A fact that can be used
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to improve the muon momentum resolution at high momentum when using the full

system.
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Figure 2.13: Material thickness in interaction lengths after the ECAL, HCAL, and at
the depth of each muon station as a function of pseudorapidity. The thickness of the
forward calorimeter (HF) is only partially shown and remains approximately constant
over the range 3 < |n| < 5 [23].

2.7 Track Reconstruction in CMS

Track reconstruction in the position sensitive detectors comprises the following stages:
hit recontruction, seed generation, pattern recognition (trajectory building), ambiguity
resolution (trajectory cleaning) and final track fit (trajectory smoothing). Seeding
provides the initial five-parameter description of the helical trajectory to start track
building and requires at least three hits or two hits compatible with the beam spot.
Starting from the position of a seed, trajectory building then propagates each seed to
the next detector layer (taking into account multiple scattering and energy losses) and
a trajectory candidate is formed for each compatible hit. The pattern recognition is
based on the combinatorial Kalman filter method [26], using the trajectory updated

with the corresponding hit before searching for a compatible measurement in the next

26



2.7 Track Reconstruction in CMS

Q'__ 1||||! L J 3 LN LI W . LI | QI_— 1{::'-'-:-Mu0;1$):'st:enl‘|””! LI L L.
— .. --=-- Muon System ~ . Tracker Syster
— ... Tracker System — | . —— Full System ]
ol —— Full System o | —= Muon Syst + 17T hit
< —s— Muon Syst + 1 T hit <] ~=- Muon Syst + 2 THItS
e --er-- MuoN Syst + 2 T hit |- -z~ Muon Syst + 3 T-hit
-~ Muoh Syst + 3 T hits -#-Muon Syst + 4T hits
- -~ -- Muon Syst + 4 T hits - —— Tracker Syst +-+M-statien =
—=— Tracker Syst + 1 M stations g -=-- Tracker Syst + 2 M stations = y
--e-=- Tracker Syst + 2 M stations , -« Tracker Syst + 3 M stations I A
- Tracker Syst + 3 MSTATIONY ! b " F
»- Tracker Syst + 4 M stations I Vs . 4
r-‘ - -] - r
0.1 O e s Tt is 0.1 e
i OO : + 3 .- -
I L e » L " o
- - [ - i
________ A yy‘*/ ; ‘/‘)‘y’
/o <Ml <0.8 " 08<<12
0.01 0.0
9“—
IIIII 1 1 ||||||| 1 1 ||||||| 1 L1 IIIII 1 1 IIIIIII 1 1 IIIIIII 1 1 L1
3 2 3
10 10° 10 10 10 10
GeVic
p,[GeV/c] P, ]
— g LI A T L1111 T_1
o t 1 t
~
f— e
o
< T2l < 2a
_ _/ir/‘ h /]
T‘“ ¥ !;7{_‘_/
0.1 A
v
. A
T -Jﬁ,y
57 fne 2 MUOD Y ]
e SRR
-=Muon'Syst + 1 T hit
-e-Muon Syst + 2 T hits
=" Muon ‘g‘% 3 -E!I%
0.01 — TrackerSyst-=-t+- Y3
-=-Tracker Syst-=-2-#-statiom
-a- TracKer Syst-+-3-i-statien
o Tracker Syst-+-4-M.staions
IIIII 1 1 IIIIIII 1 L1 1 1111 1 L1 1
2 3
10 10 10
p_[GeVic]

Figure 2.14: Momentum resolution in three different pseudorapidity regions as a func-

tion of the transverse momentum, for the tracker system, the muon system, tracker

and muon system combined and for combinations of parts of muon system (M) and
parts of the Tracker system (T) [25].

27



2.7 Track Reconstruction in CMS

layer. The procedure is repeated for all trajectories until the outermost layer is reached
or a until stopping condition appliest. This creates a large number of tracks, many
of which partially share the same hits. If the fraction of shared hits between two
trajectories is too large, the ambiguity has to be resolved to avoid double counting
and thus only the highest-quality trajectory is kept. Since the full information is only
available at the last hit and constraints applied during trajectory building can bias the
estimate of the track parameters, all valid tracks are refitted with a standard Kalman
filter and a second filter (smoother) running from the exterior towards the beam line.
The reconstruction efficiency of single muons tracks with transverse momenta 1, 10
and 100 GeV is shown in Figure 2.15 as a function of 7. The efficiency is 99 % except
in the regions n < 0.1 and n > 2.0. At low n the drop is because of the gaps between
the sensors on the ladders of the pixel barrel at z = 0, and at high 7n the efficiency

decreases due to the lack of coverage by the forward pixel detector.
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Figure 2.15: The track reconstruction efficiciency for muons with transverse momentum

as a function of n [23].

le.g. to limit the CPU time in the HLT, where only a partial track reconstruction is necessary, as
the required accuracy is reached after 5 — 6 hits already
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Chapter 3

The CMS pixel detector

At the LHC design luminosity of 1072*cm=2s~! about 1000 particles from over 20 min-
imum bias events are expected on average per bunch-crossing. As shown in chapter 2,
the presence of the 4T field influences the charged particle densities and addition-
ally enhances the charged particle fluences close to the interaction region. Therefore a
highly granular device with a fast response is required, to achieve a precise and efficient
measurement of charged particle trajectories, and to allocate each tracks to the correct
bunch crossing. The region closest to the interaction point (i.e. at radii » < 20cm) is
instrumented with a pixel detector consisting of three cylindrical layers in the barrel
region and two endcap disks on each side. The geometrical layout of the complete
pixel detector as part of the tracker was already described in section 2.3. The following
sections will focus on the barrel part of the pixel system. Section 3.1 briefly describes
the layout of the support structure and the supply system. 768 modules are mounted
on this structure. The module component will be discussed in section 3.2. The readout

chip, a sub-component of a module, will be explained in section 3.3.

3.1 The Pixel Barrel System

The three layers of the barrel pixel detector, each divided into two half-cylinders,
are located at radii of 4.4, 7.3 and 10.2cm. Each half-cylinder contains ladders and
half-ladders that provide the support structure and cooling for pixel modules. The
half-ladders at the edge of each half-cylinder have a small overlap and ensure hermetic
coverage in r — ¢. Each ladder consists of eight modules. The normal direction of

the module on each ladder alternate, pointing either pointing towards the beam or
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3.2 The Detector Modules

away from it. The —z and +z sides, ranging from —285mm to 285 mm around the
interaction region, are electrically separated. Each side of a half-cylinder is divided into
8 independently operating sectors (with exception of the slow control). As shown in
Figure 3.1, the detector half shells are completed by support frames on both sides, that
fix the three detector layers. Printed circuit boards are mounted onto these frame. The
boards hold the connectors for the module cables and provide power to the modules of
the 8 individual sectors. Services from patch panels located outside the tracker volume
are carried to the barrel through the supply tubes on each side of the detector. To
allow installation in the presence of the beam-pipe, the supply tubes are also split into
two halves. They carry the cooling fluid and the electric power lines as well as the
optical fibers and electronics for read-out and control. The length of the full system
amounts to 5.6 m, wherewith the detector itself with a length of 570 mm makes up only

a small part of the whole pixel barrel system.
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Detector-
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Figure 3.1: Support structure of a barrel pixel half shell [17].

3.2 The Detector Modules

The pixel barrel detector contains 768 modules in total, of which 672 modules are full
modules and 96 are half-modules. The half-modules come in a left-handed and right-
handed version, and are mounted on the edges of the six half-cylinders. With 66560
(33280) pixels on a full (half) module the total number of channels on the barrel pixel

31



3.2 The Detector Modules

detector is 48 millions. A full module weights 3.5 g and has a size of 66.6 mm x 26.0 mm.

A full (half) module consists of the following components (see Figure 3.2):

e Two (one) silicon nitride base strip to fix the module onto the support structure.

e An n-on-n silicon sensor device. The pixels are formed by a high dose n+-
implant introduced into a n-doped silicon substrate with high resistance. The
pixels are isolated using the moderated p-spray technique. The small gap between
the collecting electrodes (i.e. the n-implant) ensures a homogeneous drift field
and also leads to a high capacitance. The rectifying pn-junction is placed on
the backside of the sensor and is surrounded by a multi guard ring structure,
allowing to keep all sensor edges to ground potential. To perform an on-wafer
IV-measurement each pixel is connected to a bias grid through a high resistance
punch through connection (bias dot). The sensor thickness is 285 um, giving
an ionisation charge of about 23 ke~ for a (perpendicularly incident) minimum
ionising particle (MIP). The sensor is fully depleted at a reverse bias voltage of
50 — 60 V. It will be operated at a voltage of 150 V initially. After irradiation
at high particle fluences, higher bias voltages of up to 600 V will be needed to

compensate for the irradiation damage in the sensor.

e 16 (8) readout chips (ROC) thinned down to 180 um containing 52 x 80 pixel.
Each pixel on the ROC forms a pixel unit cell (PUC) and is connected to a pixel
on the sensor through an Indium bump bond with diameter of approximately
20 pm. Since the required bump size could not be achieved with the standard

industrial technology, a procedure using reflown indium bumps was developed at
the Paul Scherrer Institute (PSI) [27].

e A High Density Interconnect (HDI) that distributes the power and control signals
to the chips and transmits the readout from the double column periphery of the
ROCs (see section 3.4) to the Token Bit Manager (TBM). The TBM is located
on top of the HDI and consists of two identical entities, that control the readout
of a group of ROCs (up to 24 ROCs per TBM unit). The connections between
the ROCs and the HDI as well as between the HDI and the TBM are formed by

wire-bonds (see section 5.1.1).

e A two layer Kapton/copper compound cable with 21 traces that transmits the
readout and control signals. The kapton cable is connected to the HDI through

wire-bonds.
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3.2 The Detector Modules

e A power cable consisting of six copper coated aluminium wires each soldered
to the corresponding pads on HDI. It provides the bias voltages for the sensor

depletion and the voltages for the digital and analogue parts of the ROCs.

The TBM and ROCs are both produced in the radiation hard 0.25 um CMOS
technology. The lifetime of a module is therefore limited by the radiation damages
in the sensor. The double-sided processed n-on-n sensor design allows to operate the
modules with a partially depleted sensor and maintaining a high charge collection

efficiency at moderate voltages (< 600 V).

1 ?.;: Signalcable—_5_ /

SMD-Components

Powercable

3 ]
S
| B

e Basestrips

e _ b z
| half-module = 8 ROCs | | full-module = 16 ROCs

Figure 3.2: View of a half-module (left) and a full module (right) fully assembled.
Middle: Exploded view of a barrel pixel module showing the two silicon nitride base
strips, the 16 readout chips (ROCs), the Silicon sensor, the High Density Interconnect
(HDI) with the Token Bit Manager (TBM) and the power and Kapton cables.

With a pixel size of 100 um x 150 pm, the detector provides tracking points with
similar resolutions in both » — ¢ and z. Charge spread over several pixels, induced by

the Lorentz drift of the signal charge, improves the spatial resolution to 15 — 20 pum.
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3.3 The Readout Chip

3.3 The Readout Chip

The charge produced by an ionising particle traversing the silicon sensor is collected
at the electrode formed by the n-implant and a signal voltage is induced in the PUC
through a capacitance. The pixels in a ROC are read out with the column drain
mechanism. Starting from the pixel closest to the periphery, it goes up the left side
of a double-column and comes back down the right column. The pixel detector will
be operated in a zero suppression mode, therefore only pixels with a signal above a
certain threshold will be read out. To optimise the signal processing and readout, and
compensate chip-to-chip variation, there are 26 Digital to Analogue Converters (DAC)
and three registers controlling the voltages and currents on the PUC and the double-
column periphery (see Figure 3.3). These DACs can be set individually for each ROC
and apply to all PUCs and double-columns on the same ROC. The complete set of
DACs and their application can be can be found in Appendix A.

The generated signal voltage is processed in a preamplifier (VwllPr, VrgPr) and
a shaper system (VwllSh, VrgSh). If the signal exceeds the reference voltage in the
comparator (VthrComp), it is passed on to the sample and hold capacitance with an
adjustable delay (VhidDel) and the double-column periphery is notified. The signal
is stored in the capacitance until the double-column periphery starts the readout and
writes the address of the hit pixel, the pulse height and the bunch crossing in a data
buffer.

For testing and optimisation, an internal calibration signal can be injected directly
into the pixel readout chain. The amplitude of the calibration voltage can be varied
with the Vcal DAC and a delay time can be set with the CalDel DAC. Two voltage
ranges are available for the calibration signal. The range can be selected by setting
the corresponding bit in the control register (CtrlReg). For the same value of Veal,
the amplitude of the injected signal in the high range is about seven times higher than
in the low range. In the low range one unit of Veal corresponds to approximately 65
electrons, and in the high range to approximately 455 electrons.

The mask bit and four trim bits can be programmed separately for each pixel. The
comparator of a PUC can be disabled with the mask bit and the threshold of a pixel
can be adjusted individually with the trim bits. The impact of the trim bit value on
the threshold depends on the value of the Virim DAC.

The ROC is programmed using a “fast I?C” interface in a 10 bit format with two
synchronisation bits that are ignored. In the following a byte refers to 8 bits. The
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3.4 The Analogue Chain

first byte is always the command byte (ClrCal, Prog DAC, ProgPix and Cal_Pix),
specifying the chip address and the type of command. The calibrate mode can be
removed from all pixel with just the corresponding command byte ClrCal. The DACs
are programmed with a three byte command containing the command byte Prog DAC,
the DAC address and the DAC value. Pixel individual settings like the mask bit and
trim bit use a four byte command, starting with the command byte (ProgPiz) followed
by two byte for the column and row address, and the data byte with the required bit
settings of five bits (one mask bit and four trim bits). The same four byte command
structure (with Cal Piz) is used to change between calibration through the sensor
bumps or directly through a capacitance, by setting the two bits in the last byte. In
case of the last two commands, multiple programming of pixels in the same double-

column is possible and speeds up download times.

3.4 The Analogue Chain

The readout of a module is initiated by the TBM emitting a token bit to the ROCs for
an incoming Level-1 trigger. The token bit is passed on from ROC to ROC and finally
back to the TBM. Through a Kapton cable the analogue readout is sent from the TBM
to the end ring of the pixel barrel. There, the analogue signal is separated from the
digital one and is transmitted to the Analogue Optical Hybrids (AOH). The analogue
signal is then sent to the pixel Front End Digitisers (pxFED) through 40 MHz optical
links. The pxFED, located in the electronics room, digitises and formats the data
before sending it to the CMS-DAQ event builder.

Figure 3.4 illustrates an analogue readout sequence for a module with a hit in the
first chip. The very low levels (here at —700 ADC units) are called ultra black levels
(UBL). The level around zero is called the black level and defines the zero level of the
analogue signal. The start and the end of a readout sequence are marked by the the
TBM header and trailer, respectively. Both consist of eight clock cycles. The TBM
header starts with three UBLs followed by a black level and four clock cycles encoding
an 8-bit hit counter. The TBM trailer contains two UBLs, two black levels and four
status bits. The TBM header and trailer confine the readout of the 16 ROCs. The
minimum readout of a ROC consists of three clock cycles: an UBL, a black level and a

level called “last DAC”, representing the value of the most recently programmed DAC.!

!By default it contains the encoded output voltage of the built in temperature sensor.
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3.4 The Analogue Chain

Therefore a valid analogue readout for an empty bunch crossing always consists of 64
clock cycles. Six more clock cycles per hit pixel will be appended to the associated
ROC readout, two for the double-column index, three for the row index and one for

the signal charge.
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Figure 3.4: The analogue readout of a module with a hit in the first ROC (ROC 0).
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Chapter 4

Test and Optimisation Algorithms

The pixel detector will be operated in a dense charged track environment with a bunch
crossing every 25ns. To ensure a highly efficient and precise track reconstruction even
up to the highest luminosity, the functionality and performance of every module is ex-
amined in an extensive test procedure, before it is released for use in the final detector
system. The calibration and performance optimisation are likewise an important part
of this procedure, as they ensure a uniform response over a whole ROC and an accurate
charge measurement. Test and optimisation algorithms dedicated to the different oper-
ational aspects of a ROC were developed at PSI. The algorithms were implemented in
the module qualification procedure, that will be described in the next chapter. The test
algorithms can be divided into three main categories: Functionality tests, calibration
tests and performance tests. The functionality tests include simple routines to validate
the TBM readout, the programmability of a ROC or the pixel readout. More elabo-
rate tests check for example the correct address decoding of each pixel, or examine the
quality of the bump bond between a PUC and a sensor pixel. The readout of a module
is analysed by two 12-bit Analogue to Digital Converters (ADC). The purpose of the
calibration tests is to convert a measured ADC signal into physical units, for instance
the conversion of a given pulse height into an ionisation charge in units of electrons,
or the temperature measurement with the built-in sensor by use of the “last DAC”.
The third test category comprehends the performance of a module, such as the sensor
leakage current or the pixel noise. The individual test algorithms of each category are
described in sections 4.4—4.6, and in more detail in [28]. Since threshold measurements
are an essential part of many of the testing algorithms, the different types of threshold
measurements are briefly explained in section 4.2. Based on a study [29] focusing on

the optimisation of the ROC performance by use of the appropriate DAC settings, most
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4.1 Preliminary Remarks

of the DAC parameters are initialised to a default value, that was non-recurringly op-
timised for all modules. Nine DAC parameters however need to be adjusted separately
for every module in order to achieve the optimum performance of a ROC. The dynamic
optimisation of these parameters is described in sections 4.3 and 4.7. The default value

and optimisation criteria are summarised in Table B.1 at the end of this chapter.

4.1 Preliminary Remarks

Each module was tested and qualified in two separate test procedures, which will be
described in detail in the next chapter 5. In this chapter, the two test procedures
will be referred to as test procedure I and test procedure II. The former represents a
comprehensive, approximately 6 hours test procedure, focusing on the qualification and
characterisation of every module emerging from module production. The latter was
a rather short testing procedure of about 3 hours, ensuring the basic functionality of
the modules that had qualified for the final detector system, performing a calibration
of the Veal-DAC with two different radioactive sources and establishing the optimum
DAC settings of each module. In the course of module testing, some of the results of
the optimisation study were already implemented into test procedure I. The second test
procedure made sure that the optimised settings are also known for modules tested at
the early module production stage. In both test procedures measurements were carried
out at —10°C" and repeated at 17°C. The colour codes for the different test procedures
and different temperatures are explained in Figure 4.1. The different temperatures are
coded red and blue for 17°C" and —10°C, respectively. The results of the first test
procedure are denoted with a subscript I in 77 and shown in bright colours whereas
the results of the second test procedure are denoted with the subscript II in 7T7; and
are shown in pastel-colours. An eventual supplement “(m)” indicates, that only the

selection of modules, which were mounted onto the final detector, is shown in the plot.

4.2 Threshold Measurements

Depending on the context, a “threshold” can describe a different physical property of
a pixel. Usually we distinguish between the following types of thresholds:
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4.2 Threshold Measurements

. Test suite | (TI =-10°C)
. Test suite | (TI =17°C)

. Test suite |l (TH =17° C)

Figure 4.1: The colour codes for the two test procedures: Bright colours will be used

for test procedure I and pastel colours will be used for test procedure II. In both cases

red and blue correspond to the temperature of 17°C' and —10°C, respectively, at which

the tests were performed.

VthrComp-threshold: The calibration signal is injected with a constant Veal
value. The response efficiency is measured for decreasing! VthrComp-values and
the threshold is determined by the VthrComp-value at which the efficiency reaches
50%.

Vecal-threshold: The threshold of the comparator is set to a fixed value of
VthrComp. The response efficiency is measured for increasing Vcal-values. The

threshold is given by the Veal-value at which the measurements efficiency reaches
50%.

In-time threshold: The previously described thresholds are usually determined
by searching for hits in a fixed bunch-crossing and are therefore referred to as

in-time thresholds.

Timing independent threshold: Due to different rise times, signals with dif-
ferent amplitudes can end up in different bunch-crossings. In particular signals

with a low amplitude can end up in a later bunch-crossing, than signals with

Y VithrComp is inverted, i.e. a higher value of the VthrComp DAC corresponds to a lower com-

parator threshold
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4.3 Start-Up Tests

a high amplitude. Therefore the timing independent threshold at a given value
of Vcal is defined as the minimum of thresholds measured for different brunch-
crossings. A procedure to determine the absolute, timing independent threshold

of a pixel for any Veal is described in |30].

4.3 Start-Up Tests

Before testing a module, several DAC parameters of a ROC and the TBM have to be
adjusted, in order to be within the operational regime of the ROC. At the start-up
all 26 DACs and the three registers are initialised to their default values. The default
settings and the goals of the optimisation for each DAC can be found in Appendix B).
The readout of a module is analysed by two 12-bit Analogue to Digital Converters
(ADC), which sample the analogue signal in the interval [—2048, +2047], with 1 ADC
unit corresponding to 0.1275 mV. The following settings need to be established sepa-
rately for each ROC:

Analog current: The nominal analog current of 24 mA is set by adjusting the
Vana-DAC. The distribution of the Vana-values and is illustrated in Figure 4.2.

Address decoding: To correctly decode the analog readout of a module the ultra
black level of the TBM and ROCs need to be adjusted. First, the ultra black levels
of both TBM channels are set to a user-defined value of —1000 ADC units using the
TBM DAC Dacgain. Inevitably this also limits the highest TBM level to +1000 ADC
units. In a second step, the ROC ultra black levels are adjusted to the same level as the
TBM ultra black level. This can be achieved by variation of the Ibias DAC. Concur-
rently, the position of the address levels are appointed as well. The distributions of the

Ibias_ DAC-values and Dacgain-values is illustrated in Figures 4.3 and 4.4, respectively.

Threshold and timing: To perform pixel tests with the internal calibration sig-
nal, the delay of the calibration signal with respect to the 40 MHz clock cycle and the
signal threshold of the pixels have to be tuned relative to each other. For this rea-
son the readout efficiency is scanned for the whole VthrComp-CalDel parameter space
with a Veal of 200 in the low range. A stable working point is extracted by choosing a
VthrComp-CalDel combination that lies in the center of a region with a high readout

efficiency. The distributions of the VthrComp-values and CalDel-values is illustrated
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4.3 Start-Up Tests

in Figures 4.5, 4.6 and 4.7.
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4.4 Functionality Tests

TBM test: The TBM on the modules in the third layer will be operated in the single
mode, i.e. the readout of all ROCs is sent to the same analog channel of the TBM.
For the modules on the first and second layer the TBM will be operated in a dual
mode, where the ROC readouts are split between the two analog readout channels of
the TBM. By checking the length of an empty readout, the TBM test checks that the
modules can be operated in both modes. In case of a failed TBM test, a new TBM is
placed on top of the faulty TBM and connected to the HDI.

ROC programmability test: To check whether the DACs of each ROC can be
programmed, the Veal DAC is set to its extreme values 0 and 255. If the difference
between the “last DAC” (see section 3.4) is less than 20 ADC, the ROC is considered
to be defect.

Pixel readout test: The pixel readout test allows to identify pixels with a defi-
cient readout. There are several types of defects that can occur in this test: dead pizel,
mask defects and pixel with a noisy readout. To test the functionality of the pixel
readout, a calibration signal with a Vcal of 200 in the low range is sent to an enabled
pixel and the analog signal is read out. During the test only one pixel at a time is
enabled and all other pixels are disabled. It is therefore sufficient to check for any hit
in the analog readout. The test is repeated ten times for each pixel. If less than ten
hits were recorded, the pixel is classified as dead pizel. If for some reason more than
ten hits were counted, the pixel is called noisy readout pizel. This defect is very rare
and has only been found in two pixels in conjunction with other problems. The most
serious out of the three types of defects is the mask defect. The purpose of the mask
bit is to have a handle on noisy pixels. Such pixels can flood the buffers of a double-
column with fake hits and thus inhibiting it from working properly. Suppressing the
readout of such pixels with the mask bit is therefore crucial. The functionality of the
mask bit is tested by trying to readout a pixel with the mask bit enabled (i.e. disabled
comparator). Defective mask bits occurred very rarely, in less than 23 pixels in the
entire module production. The fraction of dead pizel in the final system is 2.3 - 107°.
Figure 4.8 shows the distribution of the 1086 dead pixels in an overlay of all mounted

modules.
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Figure 4.8: Module overlay showing the 1086 dead pixels in the final system, giving a
fraction of 2.3 - 107° at —10°C.

Bump bonding test: To check the quality of the bump bond connecting the sensor
pixel to the PUC several methods were proposed and discussed in [31]. It is possible to
mimic a hit in the sensor pixel by diverting the calibration signal to a pad on the ROC
surface instead of the preamplifier. That in turn induces a charge in the sensor through
the air capacitance between ROCs and sensor. In principle missing bump bonds can
be identified by measuring the Vcal-threshold of the pixel. The shortcoming of this
method is that for large enough amplitudes a parasitic capacitance between the voltage
calibration line and the preamplifier leads to cross-talk, making it impossible to distin-
guish between bonded and unbonded bumps. The workaround to this problem was to
measure two Veal-thresholds for each pixel, one for charge injection through the sensor
and one through the parasitic cross-talk. The difference of the two thresholds allows
to identify bump bonds that are of poor quality or missing. If the two Veal-thresholds
differ less than five DAC values, the bump bond is considered to be defective. The
VthrComp DAC is set as low as possible (high threshold) to ensure an optimum dis-
crimination but still high enough (low threshold) to detect the cross-talk threshold. In
the final system the fraction of defective bumps bonds is 1.3 - 107%. Figure 4.9 shows

the distribution of the 6289 defective bump bonds in an overlay of all mounted modules.
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Figure 4.9: Module overlay showing the 6289 defective bump bonds in the final system,
giving a fraction of 1.3 -107* at —10°C.

Trim bits test: To adjust the thresholds of all pixels on a ROC, the threshold of
each individual pixel can be fine-tuned by setting the four trim bits to a value between
0 and 15 and adjusting the Virim DAC (see section 4.6). By default all four trim
bits are enabled (highest threshold). To test their functionality, the Veal-threshold is
measured first with all trim bits enabled and then turning off each trim bit separately.
A trim bit is considered to be defective, if the trimmed threshold has decreased less
than two DAC units with respect to the untrimmed threshold. In order two have
similar threshold differences for each trim bit test, the impact of the trim value on the
threshold is scaled by setting Virim accordingly in each test. In total 35 pixels with
one or more defective trim bits have been found in the entire module production. The

defects are shared equally among the four trim bits, see Table 4.1.

Table 4.1: Defective trim bits, measured at —10°C and 17°C.

Trim Bit | # Pixel | # Pixel
—-10°C 17°C

1 11 11

2 12 11

3 12 11

4 12 9

Any 35 30

Address decoding: The pixel address is encoded in five clock cycles of which

each can be set to six different analog levels. Two clock cycles contain the double-
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column index and the other three the index within the double-column. A range for
each address level is extracted from an overlay of the address levels of all pixels on a
ROC. The address decoding is tested by decoding the generated address of a pixel in
the analog readout and comparing to the physical position of the only enabled pixel
on the ROC. Only a few modules exhibited problems with the address decoding. The
problems generally occurred in connection with more severe defects and in most case
the address decoding malfunction concerned the whole ROCs. The fraction of pixels
with address decoding errors in the entire module production is 1.5 - 107%. In 96 % of
the cases the problems occurred additionally’ on ROCs with already more than 4 %
dead pixels. Tgnoring ROCs with more than 4% dead pixels gives a total of 5 pixels

with address decoding errors in the entire production.

4.5 Performance Tests

Noise: The electronic noise? in a pixel leads to a smearing of the Vcal-threshold. As-
suming a Gaussian distribution of the noise, the response efficiency as a function of
the amplitude of the calibration signal is described by an error function.® Figure 4.10
shows the readout efficiency as a function of the calibration voltage. The so-called
“S-curve” is fit with an error function. For a better precision the number of injected
calibration signals is increased in the window around the threshold. The width of the
error function is proportional to the noise and the threshold is defined as the position,
where the response efficiency reaches 50%. The conversion of the Vcal value into a
calibration voltage is necessary as sometimes a higher Veal value results in a lower
calibration voltage. Here the dependence of the calibration voltage on the value of

Veal was extracted from a measurement for one ROC.

Lonly address decoding errors in pixels that are alive contribute to the fraction
2Major sources of noise are fluctuations in the sensor leakage current or biasing networks (parallel)

and noise in the amplifier system (series).
3In the absence of noise this would be a simple step function, that changes from zero to full

efficiency at the threshold.
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Figure 4.10: S-curve fit with an error function. The noise is given by the width of the

S-curve, the threshold is defined by the calibration voltage at 50 % efficiency.

The results from the S-curve method were confirmed by a measurement of the pulse
height distribution at a fixed signal amplitude. The RMS of this distribution depends
on the noise in a pixel. Taking into account the RMS of the black level distribution,
the RMS of the pulse height distribution is converted into electrons by using the gain
and pedestal from the pulse height calibration. The noise determined with the pulse
height measurement lies on average 20e~ above the noise from S-curve measurement.
The spread in noise difference of the two method is about 14 e~ [28]. The results of

the noise measurement are illustrated in in Figures 4.11 and 4.12.
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Column

Figure 4.11: Average pixel noise at —10°C' including only modules in the final system.

The mean noise of the corner pixels is outside the z-range and amounts to about 230e™.
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Figure 4.12: 1In a), pixel noise measured at —10°C' including all modules. The three
modules causing the tail peak in the distribution are illustrated by the separate stack.
In b) and c), pixel noise including only the modules in final system, measured at —10°C'
and 17°C, respectively. The noise distributions of all pixel, of edge pixels and of corner

pixels only are shown.
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Sensor leakage current: The thermal excitation of electron-hole pairs in the sil-
icon sensor gives rise to a leakage current. The dependency of the leakage current and
the applied reverse bias voltage is shown in Figure 4.13 for a module with a flawless
sensor. The IV-curve can be divided into three regions: 1) below the sensor depletion
voltage the current increases with the square root of the voltage, 2) in the plateau
region the current increment is very small and 3) at very high voltages a breakdown
occurs. Beyond this point a hard breakdown can occur, that will destroy the device.
Defects in the sensor lead to a deviation from the typical [V -curve. The IV charac-
teristics thus provide a powerful tool to identify sensor imperfection and problems in

the fabrication process (like scratches and spikes).
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Figure 4.13: Sensor IV -curve.

The IV -curve measurement for a module starts at 0 V and is increased in steps
of 5 V. The current is measured 5s after incrementing the voltage. The procedure
is stopped when the leakage current exceeds 100 uA or the voltage reaches 600 V.
Repeated measurements for the same module yielded an accuracy of the measured
current of 2.1 - 1073 yA. Figures 4.14 and 4.15 illustrate the IV-curves measured at
—10°C and 17°C, respectively for a few selected modules.
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Figure 4.14: Sensor IV-curves measured at —10°C for a) “good” sensors and b) sensors

that were rejected.
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Figure 4.15: Sensor IV-curves measured at 17°C' for a) “good” sensors and b) sensors

that were rejected.
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4.6 Calibration Tests

Vcal calibration: The correlation between ionisation charge and the injected calibra-
tion signal for a given Vcal value was first investigated in a beam-test with 300 MeV
pions at PSI in 2005 [32]. The ionisation charge in a single hit pixel can be represented
by a Landau distribution. By varying the incident angle of the pions, the position of
the Landau peak can be shifted and with it the expected ionisation charge (known
from ??). From this, the dependence of the calibration voltage on the value of Veal
can be established. The beam-test results showed that the ionisation charge can be
expressed as a linear function of the injected calibration signal. The results also in-
dicated that the slope of this linear dependency varied between ROCs, ranging from
51 — 69 electrons per Veal unit. The average ionisation charge per Veal unit was found
to be 61.1e~/Veal DAC with an RMS of 5.5¢~/Veal DAC [28].

A second study with a variable X-ray source was embedded in the module testing
procedure and carried out for 834 modules. The X-rays were produced by a primary
Americium-241 source exciting the Koy emission lines of a selectable target (Cu, Rb,
Mo, Ag, Ba, Tb). Each module was calibrated with the Molybdenum and silver target,
providing a photon energy of 17.48keV and 22.16 keV, respectively. This corresponds
to an expected ionisation charge of about 5000e~ and 6000e~, respectively. In a
first step the VthrComp-threshold of each ROC was determined by randomly reading
out the fully enabled module several thousand times and counting the hits on each
ROC. For this measurement the clock sent to a module was stopped. This artificially
stretches the bunch crossing and thus the probability of finding a hit in the corre-
sponding bunch-crossing. The VthrComp-threshold value is extracted from the value
of the error function fit of the threshold curve at 50%. The comparator thresholds of
all ROCs are set to the resulting VthrComp and the Veal-threshold is measured for
each pixel. The average Vcal value then corresponds to the ionisation charge for the
given X-ray energy. The two measurement points were fit with a linear function, and
the average slope was found to be 65.5e~/Veal DAC and a mean offset at zero Veal of
—410e~. Taking into account measurement uncertainties, the RMS is of the order of
5e~/Veal DAC |28].

A subset of 69 modules was also tested in a more elaborate measurement that,
besides the Molybdenum and silver, also included a Barium target. This provided an

additional measurement point with a photon energy of 32.19keV and an ionisation
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4.7 Performance optimisation

charge of 9000e~. The conclusion from this study was, that the calibration constant
varies less for ROCs from the same ROC wafer or within the same module. In those
cases the RMS is 2.8e~/Veal DAC and 2.9e~/Veal DAC respectively. Therefore the
suggestion was to use a calibration constants averaged over modules (or wafers). In
the scope of this work a conversion of 65e™ per Veal units in the low range and 455e~

per Veal units in the high range will be used.

Pulse height calibration: The ionisation signal in a pixel is represented by a
pulse height (PH) expressed in Analog to Digital Converter (ADC) units. To associate
the pulse height with the collected ionisation charge, the pulse height is recorded as a
function of the injected calibration signal. With the results from the Veal calibration,
the signal amplitude in Veal units can then be converted into electrons. Ten pulse
height measurements at each of the following Vcal values are taken and averaged: 50,
100, 150, 200, 250 in the low range and 30, 50, 70, 90, 200 in the high range. Figure 4.16
shows the results of such a pulse height calibration measurement. Before saturating at
about 120 Vcal units in the high range, the curve shows a linear behaviour (except in
the very low range, see below). The expected ionisation charges in a pixel will typically
be below 30000e~ [29], corresponding to Veal values well below the saturated region.
A linear fit in the respective range is therefore adequate, to describe the dependency
of the pulse height and the ionisation charge on a pixel. The two parameter extracted
from this fit are the gain and pedestal: The gain is given by the slope of the fit and

the pedestal represents the Veal offset corresponding to a pulse height of zero.

4.7 Performance optimisation

Optimisation of the pulse height calibration: To describe the pulse height cali-
bration curve over the entire Veal-range, the curve is fit with the hyperbolic tangent
function given in equation 4.1. Towards the low Veal-range, non-linear behaviour can
occur. The degree of non-linearity is contained in the parameter p; of the function
given in equation 4.1. A value of p; &~ 1 implies an almost linear behaviour down to
the lowest Veal values. With increasing p; the pulse height starts to saturate in the low
Veal-range. A method to optimise the linearity of the pulse height calibration curve
was developed at PSI and is described in detail in [29].
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Figure 4.16: Analog pulse height as a function of Veal.

Y = ps +pe tanh(po z —p1) (4.1)

The linearity in the low range is optimised by increasing the value of the Vsf-DAC.
Since Vsf also affects the digital current, the optimisation terminates at the Vsf-value,
for which p; < 1.4 or I, > 5pA. The distribution of the Vsf-values is shown in Fig-
ure 4.17.

The linearity in the high range is optimised by adjusting the ADC range of the pulse
heights. In a first step, the absolute ADC range is adjusted from —1000 to 41000 ADC
units by setting the Vibias PH-DAC to the appropriate value. Then VoffsetOP-DAC
and VOffsetR0O-DAC are used to shift the ADC range of the pulse height. As shown
in [29], the range can always be moved to the required level by adjusting VoffsetOP,
if VOffsetR0O is set to above 100 DAC units. Taking into account temperature and
pixel-to-pixel variations VOffsetR0 is set to 100. The optimisation of the three DACs
has no influence on the digital levels, that have already been adjusted with Ibias DAC
the start-up test described in section 4.3. Conversely, the latter only has little influence
on the pulse height. The distributions of the Vibias PH-values and VoffsetOP-values

are shown in Figures 4.18 and 4.19.
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A comparison of the gain, pedestal and parameter p; distributions before and after

the optimisation is shown in Figures 4.20— 4.25.
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measured in test procedure I at —10°C' and 17°C": a) The average VIbias PH-value
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Figure 4.20: Average pixel gain before (77) and after (77;) the optimisation of all

mounted modules, measured at T'= —10°C.
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Figure 4.21: Comparison of gain before (77) and after (77;) the optimisation including

only the modules in the final system. a) measured at —10°C, b) measured at 17°C.
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Figure 4.24: Average parameter p; before (T7) and after (77;) the optimisation of
all mounted modules, measured at 7' = —10°C. p; of the edge pixels before the

optimisation is lies outside the z-range and lies just above 1.4.
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Figure 4.25: Comparison of parameter p; before (77) and after (77;) the optimisation,
including only the modules in the final system. a) measured at —10°C’, b) measured
at 17°C.
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4.8 Results

Threshold Unification (Trimming): If the comparator thresholds are adjusted
with VthrComp only, the mean spread of the physical thresholds per ROC is 309e~
due to local transistor mismatches. By means of four trim bits and together with the
Virim DAC, these physical thresholds can be unified. By default all four trim bits are
enabled and the threshold of a pixel can be lowered by turning off one or more trim
bits. The trim bits can take a value between 0 and 15 and the corresponding threshold
difference can be scaled with Virim.

The goal of the trim algorithm, developed at PSI [31], [28], is to set all comparator
thresholds in such a way, that they correspond to the same Vecal-threshold. By default
the trimming was performed at a target threshold of 60 Vecal units. The procedure to

unify the thresholds of all pixels on a ROC comprises the following three steps:

1. VthrComp: The global threshold is set to the VthrComp value of the pixel with
the highest comparator threshold, i.e. the threshold for measuring a calibration

signal injected with the selected Vcal value.

2. Vtrim: The Veal-threshold of all pixels is measured. The trim voltage Virim
is set by disabling all four trim bits of the pixel with the highest Veal-threshold
and increasing Virim, until the Veal-threshold is lowered to the selected target

threshold. The distribution of the Virim-values is shown in Figure 4.26.

3. Trim Bits: For each pixel the trim bit value is adjusted in a way, that the
Veal-threshold of the pixel differs least from the selected target threshold. The

distribution of the value of the trim bits is shown in Figure 4.27.

All thresholds established by trim algorithm are timing independent thresholds.
When determining VthrComp and Virim, outliers deviating more than five times the
root mean square (RMS) from the mean are neglected. In case of VthrComp an upper
limit applies, above which the ROC is not functional any longer. A comparison of the

threshold distributions before and after the trimming is shown in Figures 4.28 and 4.29.

4.8 Results

This section provides a summary of the test results, focusing on the 672 full modules
and 96 half-modules that are being used in the final detector system and therefore rep-
resents the results of 768 tested modules, 1.15 - 10* tested ROCs and 4.79 - 107 tested
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Figure 4.28:
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Figure 4.29: In a), trimmed pixel thresholds measured at —10°C, including all modules.
The three modules causing the tail in the distribution are illustrated by the separate
stack. In b) and c¢) pixel thresholds before and after trimming including only the

modules in final system, measured at —10°C' and at 17°C, respectively.
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pixels.

DAC settings: Table 4.2 summarises the mean value and the RMS of the DACs

after are dynamically optimised for test procedure I and test procedure II.

Table 4.2: Summary of DAC settings at —10°C" and 17°C in test procedure I and II,

including only the modules that are used in the final system.

Mean RMS

—-10°C 17°C —10°C | 17°C

I I1 I II I (I I |1II

Vana 156 | 141 | 154 | 141 || 14 | 13 | 14 | 12

Dacgain 164 | 154 | 215 | 206 || 40 | 36 | 34 | 33

Abased 85 | 93 | 112 | 125 || 20 | 22 | 18 | 20

VthrComp || 87 | 8 | 8 | 84 (10 10| 9 | 9

CalDel 87 | 79 | 87 | 80 (10| 9 |10 | 10
Virim 126 | 109 | - - 19 | 18 | - -
Trim Bits 9 9 - - 2| 2| - -
Vsf - - 168 | 151 || - - 15|14
VIbiasPH - - 148 | 197 || - - | 53 | 42

VoftsetOP 73 | B8 | 32 | 31 || 15|13 |11 |10
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Pixel defects: The only significant contributions to the number of pixel defects
arise from defective bump bonds and dead readout pixels (see section 4.4). On the
modules, that are used in the final detector system, the fraction of defective bump
bonds is 1.3 - 10~* and the fraction of dead pixels amounts to 2.3 - 107°. In the entire
module production, less than 23 pixels with a defective mask bit and 35 pixels with
one or more defective trim bits were found. Pixels, of which the address could not be
decoded correctly, were restricted to a few modules only and generally accumulated on
the same ROCs in combination with other malfunctions. In the final detector system
the fraction of pixels with defective trim bits and the fraction of pixels with address
decoding errors are both of the order of 10~7. Modules containing a pixel with a de-

fective mask bit were not allowed in the detector system.

ROC performance: A comparison of different performance characteristics aver-
aged per ROC and per double-column (DC) is illustrated in Figures 4.30—4.32 and
summarised in Table 4.3. The following results were obtained from measurements at

—10°C' and include only the modules that are used in the final detector system

e The mean noise on a ROC amounts to 155e~. The average RMS of the noise is
18.5¢e~ (17.4¢7) per ROC (DC), see Figure 4.30.

e The average threshold variation before trimming is 309e~ (277e~) per ROC
(DC). With the trim algorithm the threshold variation per ROC (DC) can be
reduced to 87.6e~ (86.9e7), see Figure 4.31.

e After optimising the DAC parameters to increase the linear range of the pulse
height calibration curve, the mean parameter p; of the hyperbolic tangens fit is
1.3 and the average spread per ROC (DC) amounts to 4.8 - 1072 (3.7 - 1072), see
Figure 4.32. In 6544 pixels the value of p; could not be lowered below 2.

e Using optimised DAC settings gives the following results for the linear fit param-
eters of the pulse height calibration curve (see Figure 4.33) : the mean relative
spread of the gain amounts to 2.7 - 1072 (1.9 - 1072) per ROC (DC); the av-
erage pedestal spread per ROC (DC) is 1.5 ke~ (0.91 ke™); the mean gain is
2.7TADC/DAC and the mean pedestal is 23 ke™. The pedestal is affected by the
shift of the ADC range of the pulse height in the optimisation of the linear range.
Therefore the mean pedestal before the optimisation, given as 11 ke™, is much

lower.
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4.8 Results

Table 4.3: Summary of chip performance parameters at —10°C and 17°C.

—10°C 17°C
Mean RMS RMS Mean RMS RMS
per ROC | per DC per ROC | per DC
Noise e~ 155 18.5 17.4 159 16.5 15.1
Untrimmed Thr. e~ 4.96 - 103 309 277 4.93 - 103 308 275
Trimmed Thr. e~ 3.91-10° 87.6 86.9 3.91-10° 86.8 86.1
Gain ADC/DAC 2.9 9.7-1072 | 6.1-1072 2.5 6.6-1072 | 3.8-1072
relative % 3.5-1072 | 2.2.1072 2.7-1072 | 1.5-1072
Pedestal e” 11 1.7 0.95 12 1.6 0.93
Parameter p; 1.3 4.8-1072 | 3.7-1072 0.94 3.8-1072 |1 29-1072
After optimisation
Gain ADC/DAC 2.7 7.3-1072 | 5.0-1072 2.5 6.9-1072 | 4.7-1072
relative % 2.7-1072 1 1.9-1072 2.8-107211.9-1072
Pedestal e~ 23 1.5 0.91 22 1.6 0.98
Parameter p; 1.2 4.2-1072 | 2.8-1072 1.1 41-1072 [ 3.1-1072
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Sensor leakage current: The sensor leakage current at the operation voltage
Vop = 150 V was measured several time during a test procedure. As shown in 4.34
the mean sensor leakage current in the modules mounted in the final system, is 0.729 uA
at 17°C and 0.118 pA at —10°C, see. In 98 % of the modules in the final system the
leakage current measured at 17°C'is below 3 pA and 95 % of the modules have a leakage
current below 2 pA.

§ E N: 768 Mean: 0.73 RMS: 0.64 § F N: 768 Mean: 0.70 RMS: 0.63
I [ N: 768  Mean:0.12  RMS: 0.30 e i
S ik . S Pk :
E 10t Y T,=+17°C (m) E 10°e Ny T,=+17°C ()
i T,=-10°C (m i
1008, 107
A N
i M. AN B
0 1 2 3 4 5 0 1 2 3 4 5
IISOV [I“LA] IISOV [H’A]

Figure 4.34: Sensor leakage current of the modules in the final system, measured at
—10°C and 17°C. a) The leakage current at 150 V in test procedure I (extracted from
IV-curve). b) The leakage current measured in test procedure II (single measurement
at V =150 V).
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Chapter 5

Module Qualification

The quality of each module was assessed in an elaborate procedure comprising all the
functionality, calibration and performance tests, that were discussed in the previous
chapter. Section 5.1 will provide an overview of the general test setup and describe
the two main test procedures of the qualification procedure. The grading system and
qualification criteria will be devised in section 5.2. Finally, the results of the module

qualification will be presented in section 5.3.

5.1 Qualification Procedure

5.1.1 Module Assembly

A module consists of a sensor, 16 readout chips, a high density interconnect (HDI), a
token bit manager (TBM), two basestrips, a signal and a power cable (see section 3).
This section will briefly describe the assembly process of a module [33] and the prese-
lection that is applied at the different assembly steps. The sensor and ROC wafers are
tested and pre-processed in several steps, before they are diced, picked and tested once
more. Only devices with less than 1% noisy or dead pixel and without mask defects
are allowed at the next stage, where the 16 ROCs are connected to a sensor wafer by
a dedicated bump bonding technique [27]. The emerging “raw-module” is only further
processed if each ROC passes the functionality tests and if the I'V-behaviour of the
sensor is acceptable. The assembly of the HDI comprises the gluing and wire bonding
of the TBM to the HDT as well as the soldering and gluing of the power and signal cable
to the HDI respectively. After verifying the functionality of the pre-assembled HDI,
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the base strips and the HDI are glued onto the raw-module and the module is com-
pleted by forming the electrical connection between ROCs and HDI with wire bonds.
Only modules that reach the final assembly stage then enter an extensive qualification
procedure.

The following sections, and in particular the results section 5.3 will only focus on
the modules that reached the final assembly stage. Modules that were rejected at an
earlier stage will not be considered anymore. This also means that certain types of
defects disappeared or decreased during the course of module testing, because they

could be identified before they reached the module test station.

5.1.2 The Test Set-up

The fully assembled modules that had successfully passed all assembly stages entered
an extensive test procedure in the module test station at the PSI laboratory. Up to
four modules can be tested simultaneously at the test station. It is composed of the

following elements:

e a cooling box to regulate the ambient temperature and humidity during module

testing and thermal cycling
e four electronic testboards with a field-programmable gate array (FPGA)
e four module adapter boards to connect the modules to the test-board

e one Keithley high-voltage supply

The module testboards, the high-voltage power supply and the cooling box are
connected to a desktop PC (Scientific Linux 4) from which they can be controlled
remotely. The different test procedures for the module qualification (see sections 5.1.3.1
and 5.1.3.2) are executed by a supervisor script running on the PC. At the end of the
entire test procedure, the script initiates the automatic processing of the test results:
Based on the performance and functionality a grade is assigned to each module. A test
summary is uploaded to the web interface. Figure 5.1 depicts the general workflow of

a module test procedure.
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Coolingbox : l |

-

Figure 5.1: Test set-up for module qualification: Four modules can be tested simul-
taneously in the cooling box. Through a module adapter they are connected to a
testboard. The testboard is connected to the high-voltage supply (not shown) and
to the PC (through a USB connection). The entire test procedure is controlled by
a supervisor script. A notification is sent to the tester, after the test procedure has
finished or beforehand if a problem has occurred. The results of all tests are processed,

a automatic grade is assigned and a summary is uploaded to the web.
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5.1.2.1 The Cooling Box

The cooling box offers space for four modules. The temperature within the volume that
contains the modules is adjusted by use of four water cooled, high-performance Peltier
elements. To lower the humidity, Nitrogen is provided to the cooling box through
two flow regulators - one with a high flow rate and one with low flow rate. The
first is only used at the beginning of the test while the second is constantly open
during the test to maintain a low humidity in the cooling box. The Peltier elements
and the N, flow regulators are connected to controller channels of a “JUMO Imago
500” process and program controller. The temperature is measured with a Platinum
resistance thermometer (Pt-100) connected to the controller. Two program channels
are allocated to regulate either heating or cooling. The communication between the
controller and the PC is established with an RS422/485 serial interface (using Modbus

protocol).

5.1.2.2 The Testboard

Control and readout signals are transmitted between module and PC by a testboard
that was developed by engineers of ETH. It provides the digital and analog voltages
to the ROCs and the reverse bias voltage to the sensor. The core of the testboard is a
Field-Programmable Gate Array (FPGA) with an implemented processor. The FPGA
generates the electric signals like calibrate, clock, trigger etc. The integrated processor
allows to run test algorithms directly on the testboard, thus reducing the data trans-
fer between the PC and the testboard. Interactive test algorithms can therefore be
performed much faster, e.g. the trim algorithm can be speeded up by a factor three
and the pulse height calibration by a factor twelve by running parts of the algorithm
directly on the testboard [28]. On the testboard, the two analog output signals from
the module are sampled with two 12-bit Analog to Digital Converters (ADC) in the
interval [—2048, +2047], One ADC unit corresponds to 0.1275 mV. The data transfer
between testboard and the PC happens through a USB connection.

Data Trigger Level Scan
As explained in section 3.4, a series of ultra black levels—three in the TBM header and
two in the TBM trailer—mark the beginning and the ending of the analogue readout
of a module. For the testboard to detect the UBLs correctly, the data trigger level
(DTL) has to be adapted to each module. Starting from zero the data trigger level
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5.1 Qualification Procedure

is decreased until a valid analog empty readout is measured (i.e. a readout with 64
clock-cycles) and the UBL can be determined. The data trigger level is then set to a
value that lies 100 ADC above the UBL. Figure 5.2 shows the number of DTL readout

with 64 counts of each module.
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Figure 5.2: Number of DTL readouts with 64 counts, a) as a function of time in test

sequences [ and II, b) in test sequence I at —10°C' and 17°C.

Sampling point adjustment
At the beginning of each test the pulse height of a random pixel is measured as a
function of a delay, that can be added to the module clock with respect to the ADC
clock. The sampling point of the analogue signal is optimised by using a delay, that
corresponds to the centre of the range, in which the pulse height is less than 20 ADC

units below the maximum value.

5.1.2.3 Default Settings

Unless explicitly mentioned, the default settings listed below apply in both of the test

procedures described in section 5.1.3

e A test sequence of a pixel always contained the following steps: enable the double-
column, the calibration injection and the readout of the pixel, send a calibration

signal and then a trigger to the module.
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5.1 Qualification Procedure

e Only the pixel that is being examined is enabled and thus the pixel address in
the analog readout does not need to be encoded (except in the address decoding
test).

e The standard calibration signal was injected with a Vecal DAC of 200 in the low

range.
e During test a bias voltage of 150 V was applied to the sensor.

e The readout speed was 40 MHz.

5.1.3 The Test Procedure

The module qualification was performed in two steps: A first, major test procedure
(section 5.1.3.1) comprised all the functionality, calibration and performance tests de-
scribed in section 4. Based on the test results and the criteria explained in section 5.2,
a grade was assigned to each module. The selection of modules, that had qualified for
the final system underwent a second test procedure (section 5.1.3.2), with the purpose
of ensuring the functional integrity of the module before mounting it onto the detector
half shells on the one hand, and optimising the ROC performance, as described in [29]
on the other hand. The second test procedure also contained the Veal calibration test,

described in section 4.6, of each module with two different X-ray sources.

5.1.3.1 Test Procedure I (after assembly)

The first test procedure consists of three test sequences, two I'V-curve measurements
and one thermal cycling part. At the beginning of a test procedure, a data trigger level
scan (section 5.1.2.2) is performed. Modules with less than four valid readouts are
disabled. The test sequence can be divided into three main parts: At the beginning
of each sequence all 26 DACs and the three registers are initialised to their default
values to set the ROCs into the operating regime, see section 4.3. In the next step,
the pixel readout circuit and electrical connections to sensor pixels of each pixel are
evaluated, comprising the test algorithms for the pixel response, bump bonding quality,
trim bit test and address decoding described in section 4.4. The third part includes
the performance and calibration tests, like noise measurements and the pulse height
calibration (without optimisation) for each pixel as well as the threshold unification
with the trim algorithm. During the thermal cycling process the modules are cycled
ten times from —10°C' to 17°C'. The order of the different testing steps is the following:
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5.1 Qualification Procedure

test sequence at —10°C'

thermal cycling between —10°C" and +17°C

test sequence at —10°C', IV -curve measurement

test sequence at +17°C', I'V-curve measurement

To avoid running into the compliance of the power supply, the leakage current
of each module is checked after the temperature has been adjusted to a new value.
Modules with a leakage current above 25 puA at the operating voltage of 150 V are
disabled. The test sequences are performed simultaneously in all four modules and
generally last about 1.5 hours. The IV-curve has to be measured consecutively for
each module and takes about 10 minutes per module. The thermal cycling process
lasts about one hour. Figure 5.3 shows the temperature profile and test parts during a
complete test procedure. As shown in Figure 5.4 the initial test duration of about 10
hours was reduced to about 6 hours, after optimising the thermal cycling and the time

consuming [ V-curve measurements.

5.1.3.2 Test Procedure II (before mounting)

Before mounting a module, that had successfully passed the first test procedure, it
was examined once more in a series of two reduced test sequences, featuring some
basic functionality tests and the linearity optimisation of the pulse height calibration
curve. A data trigger level scan (section 5.1.2.2) is again performed at the beginning
of the test procedure and modules with less than four valid readouts are disabled. At
the beginning of each test sequence the DACs of each ROC are either dynamically
optimised or initialised to the updated set of nonrecurringly optimised parameters,
as listed in Table B.1. The dynamic optimisation now also included the algorithm,
described in section 4.5, to maximise the linear range of the pulse height calibration
curve. The functionality tests simply consisted of the pixel readout test. In addition,
the correlation of the injected calibration signal at a given Veal and the ionisation
charge was established in the X-ray test. Each module was irradiated separately at a
test station outside the cooling box, using a Molybdenum and a Silver X-ray source.

The test procedure consisted of the following steps:

79



5.1 Qualification Procedure

FullTest -10° C FullTest & FullTest & Module-Test
Thermal eyeling 1V 10" C N MT04-07 1015 1627
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Figure 5.3: The temperature profile shows the first test sequence (without /V-curve
measurement) at —10°C, followed by ten cycles in which the temperature is continu-
ously alternated between —10°C and 17°C'. After the thermal cycling, the test sequence
is repeated once more at —10°C' followed by a separate IV -curve measurement in each
module. The same two steps, a test sequence and IV -curve measurement, are then
repeated once more at 17°C. At the beginning of the test procedure, before cooling
down to —10°C), the leakage current is check and a DTL scan is performed, checking
for at least four valid readouts. In addition the current is checked every time before

starting a new test sequence.
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5.2 Qualification Criteria

e test sequence at —10°C'
e test sequence at 17°C'

e X-ray test

Figure 5.4 shows the duration of test procedure II not including the X-ray test.

The latter takes about 20 minutes per module. Altogether the second test procedure

lasted about three hours.

Mean: 1.07 RMS: 0.20
Mean: 6.76 RMS: 1.79

L Test Sequence I

‘g | N: 835
= | N: 909
= 10°F
]
10°F
10
a
0

Test duration / h

Figure 5.4: Test durations of test procedures I and II.

5.2 Qualification Criteria

A grading system was established consisting of three categories: A, B and C. Modules

with grade A have no or only minor defects and qualify for use anywhere in the final

detector. Modules with grade B are of lesser quality than modules with grade A, but

are still working acceptably well to be used in the experiment. The type of defect(s)

of a grade B module should be considered bhefore assigning it to a specific detector

layer. Modules with grade C are seriously flawed or not working at all. If all attempts

to recuperate such a module failed,

considered to be waste.

the final grade was left at C and the module was
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5.2 Qualification Criteria

The grades are assigned according to qualification criteria, that were derived from
performance and lifetime requirements of the pixel detector in the experimental condi-
tions of CMS. These criteria can be divided into three categories— sensor performance,
chip performance and pizel defects—and will be explained in detail in the following sec-

tions. The grading criteria are summarised in Table 5.3 at the end of this section.

5.2.1 Module sensor quality

Being the innermost measurement device of CMS, the pixel detector has to sustain
the harsh radiation environment close to the interaction region—with charged particle

2571 in the first layer. The consequences of radiation-induced

fluxes up to 10® ecm~
defects in the sensor are charge trapping, rising leakage current and - subsequent to a
space charge sign inversion— an increasing full depletion voltage. To ensure reliable
operation at nominal luminosity throughout the expected lifetimes (2 years for the
innermost and more than 10 years for the outermost layer), a stable current voltage
characteristic of unirradiated sensors up to high voltages is imperative. Problems in the
sensor production process or damage inflicted upon the sensor during module assembly,
alter the expected current-voltage dependence explained in section 4.5 and can cause
high leakage currents.

To identify damaged or malfunctioning sensors, the I'V-characteristics of each mod-
ule were recorded at room temperature (17°C') and at —10°C'. At the initial operational
voltage of Vop = 150 V, the leakage current measured at room temperature should be
below 2 uA for a module to be of grade A, and to be of grade B the leakage current
should not exceed 10 uA. Since these reference values had been fixed for room temper-
ature, the measurements performed —10°C, had to be recalculated using the following

correlation between the sensor leakage current and the ambient temperature

—E

I o< Tet (5.1)

where £ is the Boltzmann constant and E, is the energy gap, defined as the difference
between the lower edge of the conduction band and the upper edge of the valence band
(B, = 1.12¢€V in Silicium). Figure 5.7 shows that the average ratio of the value
recalculated from the current measured at —10°C' and the actual current measurement
at room temperature tends to be around 1.5 rather than one. Therefore the reference

values for grading based on measurements at —10°C were multiplied by a factor 1.5.
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5.2 Qualification Criteria

The adapted limits for the values recalculated for room temperature are 3 pA and 15 uA
for a module to qualify for grade A or grade B respectively. Figure 5.5 illustrated the
leakage current corresponding to 17°C', extracted from the IV -curves measured at 17°C'
and —10°C in test sequence I.

Accumulating radiation damage will increase the full depletion voltage and require
higher operation voltages. Whenever possible the sensor should be operated within the
plateau region and always below the breakdown voltage. Although the slope of the
IV -curve, defined as the ratio between the two current measurements at 150 V and
at 100 V, allows to detect early sensor breakdowns, it primarily serves as a measure
of the current increase in the plateau region towards higher voltages. The I'V-slope
criterion in equation 5.2 therefore merely classifies the modules into category A and
B. Figure 5.6 shows the values of IV -slope extracted from the I'V-curve, measured at
17°C and —10°C' in test sequence I.

I(Vop)/I(Vop — 50 V) < 2. (5.2)

Modules with early sensor breakdowns and with IV-characteristics, that deviate

significantly from the I'V-curve Figure 4.13 in the previous chapter were rejected.

5.2.2 Chip performance

Performance tests and performance optimisation of the ROCs are important elements
in the module qualification since the chip performance affects the efficiency and pre-
cision of the hit reconstruction. Therefore performance based grading criteria were
introduced. They derived from the study on position resolution and reconstruction
efficiency in [34]. The Lorentz drift of a charged particle in the magnetic field and the
angle of the trajectory lead to charge sharing among pixels in the detector. Therefore
the hit reconstruction algorithm is based on clusters. A cluster is defined as a set of
adjacent pixels above a certain threshold in units of noise and generally contains more
than one pixel. The hit position is evaluated from the track angle and the charge distri-
bution in the cluster pixels. The position resolution is affected by various factors, some
of which can be controlled on the level of the PUC with the appropriate parameters.
The threshold for example deteriorates the resolution as it increases, since the detector

is operated in a zero suppressed mode and only pixels with a signal above a certain
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threshold are read out. The binary readout resolution is reached at a threshold of about
5500 e~ in the z-direction and 9200 e~ in the r — ¢p—direction. Both of these values are
far off the nominal threshold of 2500 e~ for unirradiated modules. The position resolu-
tion is indirectly affected by the electronic noise, since the amount of noise in a pixel
influences the threshold level. To be at least 5o below the threshold requirement, the
average noise should not exceed 400 —500e~. Below 1000 e~ the value of the noise itself
only has little direct effect on the resolution. A more recent study [29] showed, that
the typical threshold variations of a few hundred electrons before threshold unification
with the trim algorithm, also have no influence on the position resolution. On the
other hand, if the same pulse height calibration constants are applied for all pixels on
a ROC, the non-uniformity of the pixel response leads to a degradation of the position
resolution. In this case a compromise has to be found to keep the number of calibra-
tion constants low while maintaining an acceptable position resolution. Applying an
approximate pixel calibration is acceptable as long as the impact of the miscalibration
on track and vertex reconstruction is inconsiderable compared to multiple scattering
and misalignment effects. Relative gain variations, defined as the spread of the gain
distribution divided by its mean, up to 20 — 40 % and pedestal spreads as large as
1000 — 2000 e~ are tolerable according to |34].
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5.2 Qualification Criteria

Based on these consideration, the following grading scheme with respect to the chip

performance was established: A module will be graded A (B), if

e the mean of the noise distribution is below 500e~ (1000e™)
e the spread of the threshold after trimming does not exceed 200e~ (400e™)
e the relative gain width is less than 10 % (20 %)

e the pedestal spread lies below 2500e~ (5000 ¢e™)

Figures 5.8— 5.17 illustrate the results for the mean values and the RMS of the

different chip performance parameters.
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Figure 5.8: Mean noise on a ROC including the modules from the entire production

and the selection of modules only, that is used in final system, at a) —10° and b) 17°.
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Figure 5.14: Mean gain on a ROC including the modules from the entire production
and the selection of modules only, that is used in final system, before the optimisation

at a) —10°, b) 17° and c) after the optimisation.
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Figure 5.15: Relative gain spread on a ROC including the modules from the entire
production and the selection of modules only, that is used in final system, before the

optimisation at a) —10°, b) 17° and ¢) after the optimisation.
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Figure 5.16: Mean parameter p; on a ROC including the modules from the entire
production and the selection of modules only, that is used in final system, before the

optimisation at a) —10°, b) 17° and ¢) after the optimisation.
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Figure 5.17: Spread of parameter p; on a ROC including the modules from the entire
production and the selection of modules only, that is used in final system, before the

optimisation at a) —10°, b) 17° and ¢) after the optimisation.
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5.2.3 Pixel defects

In a similar way inefficient or broken pixels will deteriorate the reconstruction effi-
ciencies. Missing charge will lead to inaccurate hit position due to incorrect charge
interpolation. In particular hits at high rapidities are affected, where a long pattern
can be misidentified as two separate clusters due to a lost pixel. The readout circuit
and the electrical connection between the PUC and the sensor pixel are tested for each
pixel as part of the qualification procedure. The pixel functionality is evaluated based
on the test algorithms explained in section 4.4. A pixel is counted as defective, if one

or several of the following tests failed:

e Pixel readout test
e Bump bonding test
e Trim bits test

e Address decoding test

Each module is qualified based on the amount of pixel defects per ROC: Less than
1% of defective pixel are allowed on a ROC of grade A and at most 4% on ROC of
grade B. Being able to mask a noisy pixel is of crucial importance, since such a pixel
may jam the buffers of the readout system. Therefore a module with as much as one
mask defect was graded as C.

Table 5.1 summarises the number and yield of the different pixel functionality de-
fects. A dead pixel will not be attributed any other defects, since a successful pixel

alive test is the premise for all other pixel tests.

5.2.3.1 Performance deficiencies

In addition to the pixel defects, performance deficiencies were defined based on the
results of the performance and calibration tests. The four performance parameters
under consideration are the noise, the trimmed threshold, the gain and the parameter
p1. A performance deficiency does not imply that the pixel per se is defective. Many
pixel with a performance deficiency may still be working acceptably well. For example,
a pulse height calibration curve that is non-linear in the low range, does not render a
pixel completely inoperative, nor does a pixel, that could not be trimmed at the specific

Veal value of 60, mean that it cannot be trimmed at all. And in some cases the noise
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Table 5.1: Number and yield of pixel with functionality defects. The table shows the
number of defects measured at —10° and 17°, on the left for the entire production and
on the right restricted to the modules in the final system only. The “ROCs column”

shows the number of ROCs with one or more defective pixel.

Entire Production Mounted Modules
Temp. | #ROCs #Pixels Yield #ROCs #Pixels Yield

Tested -10 1.38-10% | 5.74-107 - 1.15-10% | 4.79-107

17 1.35-10% | 5.63-107 - 1.15-10% | 4.79-107 -
Readout (dead) -10 744 1188 2.1-107° 732 1086 2.3.107°

17 912 1480 2.6-107° 760 1141 2.4-107°
Noisy Readout -10 2 2 3.5-1078 0 0 0

17 2 2 3.6-108 0 0 0
Mask Bit -10 4 <23 <4.0-1077 0 0 0

17 5 < 24 <4.3-1077 0 0 0
Bump Bond -10 2149 4.04 - 104 7.0-1074 1668 6289 1.3-1074

17 2115 4.08 - 104 7.3-1074 1671 6289 1.3-1074
Trim Bit -10 33 35 6.1-1077 28 30 6.3-10°7

17 30 30 5.3-10~7 26 26 5.4.10~7
Address Decoding -10 6 85 1.5-1076 5 5 1.0-1077

17 10 267 4.7-1076 7 185 3.9.10~6

of a pixel could not be determined due to a non-converging fit in the test algorithm.
Therefore, contrary to the pixel defects listed above, performance deficiencies will not
be included in the number of total pixel defects on a ROC, that is used to grade the

module, but merely serve as a figure of merit to assess the individual pixel performance.

Noise deficiencies: If the noise of a pixel exceeds 400 e™, the pixel is considered
to be noisy. A noise below 50 e~ indicates abnormal behaviour or, for entries at —1, a
failed S-curve fit. A pixel with a noise of less than 50 e~ or above 400 e~ is considered
to be deficient. Figure 5.18 shows an overlay of modules containing pixel with deficient

noise. Figure 5.19 illustrates the distributions of the pixel noise at —10° and 17°.

Deficient trimmed threshold: If the Vcal-threshold of a pixel after trimming
deviates more than 10 Vcal units from the target threshold, the trim algorithm is
considered to have failed. The pixel is considered to have a trimming deficiency at
the given Veal-threshold, but will not be counted as defective. Figure 5.20 shows an
overlay of modules containing pixel with deficient trimming. Figure 5.21 illustrates the
trimmed thresholds of pixels at —10° and 17°.
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5.2 Qualification Criteria

Deficient pulse height calibration: A very low gain indicates an inconsistent
pulse height calibration curve or a failed linear fit. The following criteria were estab-
lished based on Figure 5.22 before the optimisation of the linear range. The gain of
a pixel is considered to be deficient if it is below 1.0 or above 4.5 (" = +17°) or if
it is below 0.5 or above 6.0 (T' = —10°).The few outliers in the pixel distribution on
modules in the final system disappear after the p; optimisation. The upper boundary
becomes redundant and only a few pixel on those modules fail to be above the lower

boundary, see Figure 5.22 ¢).

After the DAC optimisation for the linear range of the pulse height calibration
curve, parameter p; should not significantly exceed the target value of 1.4. Therefore

pixels with p; above 2 or a negative p; value are considered to be deficient, see 5.24.

Figure 5.25 shows an overlay of modules containing pixel with deficient gain or

parameter p;.

T}g 1tk N 479100 Mean:2.47 RMS: 0.34 E 10°E N:4.79 107 Mean:2.86  RMS: 0.47 E) E N:4.79-10" Mean:2.51 RMS: 0.28
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Figure 5.22: Pixel gain distribution, including the modules from the entire production
and the selection of modules only, that is used in final system, before the optimisation
at a) —10°, b) 17° and c) after the optimisation.

W
Table 5.2 summarises the number and yield of the different pixel performance defi-

ciencies. Again, a dead pixel will not be attributed any other performance deficiency.
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Figure 5.23: Pixel pedestal distribution, including the modules from the entire pro-
duction and the selection of modules only, that is used in final system, before the

optimisation at a) —10°, b) 17° and ¢) after the optimisation.
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Figure 5.24: Pixel p; distribution, including the modules from the entire production
and the selection of modules only, that is used in final system, before the optimisation

at a) —10°, b) 17° and c) after the optimisation.Pixel Performance parameters.
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Figure 5.25: Overlay of mounted modules containing pixel with pulse height calibration
deficiencies.

Table 5.2: Number and yield of pixel with deficient performance. The table shows the
number of defects measured at —10° and 17°, on the left for the entire production and
on the right restricted to the modules in the final system only. The “ROCs column”

shows the number of ROCs with one or more deficient pixel.

Entire Production Mounted Modules
Temp. #ROCs #Pixels Yield #ROCs #Pixels Yield

Tested -10 5.74-107 | 1.38-10% - 4.79-107 | 1.15-10% -

17 5.63-107 | 1.35-10% - 4.79-107 | 1.15-10%* -
Noise -10 772 6515 1.1-1074 583 5811 1.2-1074

17 753 2.42-10* | 4.3-107* 560 3649 7.6-107°
Trimmed -10 2089 2998 5.2-107° 1737 2492 5.2-107°
Threshold 17 1555 6504 1.2-1074 1305 1981 4.1-107°
PH Gain -10 239 5.64-10* | 9.8-10~4 114 3720 7.8-107°

17 120 1.85-10% | 3.3-10~4 104 174 3.6-10°6
PH p1 -10 120 1.97-10% | 3.4.10~% 114 6544 1.4.1074

17 85 1.23-10* | 2.2-10~* 94 226 4.7-1076

98



5.3 Results

5.2.4 Grading scheme

Table 5.3 summarises the grading criteria explained in sections 5.2.1— 5.2.3.

Table 5.3: Summary of qualification criteria.

A B C
Defects / ROC <1% < 4% > 4%
Mask defects - - >1
Mean Noise in e~ < 500 | < 1000 | > 1000

Relative Gain Width < 10% | < 20% | > 20%
Pedestal Spread in e~ | < 2500 | < 5000 | > 5000

Vcal Thr. Width in e™ | < 200 < 400 > 400

I (150V) <2pA | <10pA | > 10puA
Iede(150V) <3puA | <15pA | > 15uA
1(150V)

T(100V) <2 >2 -

5.3 Results

A summary plot of the module test carried out from April 2006—March 2008 is shown
in Figure 5.26. In total 971 modules, 848 full and 123 half modules, have successfully
been assembled at PSI and entered the process of module qualification. Out of those,
837 modules passed the first stage of module testing (test procedure I) and qualified
for use in the final detector system: The full and half modules were graded as either
A or B. 134 modules obtained grade C and were rejected. Out of the selection that
had passed the first stage, another 26 failed in the tests carried out before the modules
were mounted onto the final system (test procedure II). This amounts to a total of
824 that are suited for use in the pixel barrel detector in the CMS experiment. The
majority, 617 modules, are of excellent quality (grade A). This gives a final yield of
63% A, 21% B and 15% C modules.
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Table 5.4 shows the results of each test part of the two test procedures I and II, for

full and half modules separately.
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Figure 5.26: The number of produced modules as a function of time. a) number

of modules produced per week, and b) integrated number of produced modules as a

function of time.

Figure 5.27 shows the different reasons for the module to be graded B or C in test

procedure T and Figure 5.28 shows the failure statistics in test procedure II. In both

cases the most common problem was a high leakage current in the sensor.
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Figure 5.27: Module failure statistics in test procedure I, failure reason for grade B
(left) and grade C (right).
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Figure 5.28: Module failure statistics in test procedure II, failure reason for grade B
(left) and grade C (right).
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Table 5.4: The resulting grades from the different parts of test procedures I and II

are shown for full and half modules separately. The tests are listed in chronological

order. The grades of the first test sequence at —10°C' do not include the sensor leakage

current criteria, since the /'V-characteristics of the modules were only measured after
the thermal cycling (once at —10°C' and 17°C'). The combined final yield of modules
for the three given grades are A:63 %, B: 21% B and C: 15%.

Full Modules Half Modules
A B C A B C
T=-10°C | 702 | 76 | 70 111 5 7
Thermal cycling
! T =-10°C | 597 | 148 | 103 97 18 8
T =+17°C | 664 | 97 | 87 100 12 11
Overall Grade I | 571 | 156 | 121 89 21 13
T=-10°C | 634 | 81 | 18 97 6 6
i T =+17°C | 683 | 40 5 103 3 0
Overall Grade IT | 625 | 88 | 13 96 7 3
Final Grade 0 0 0 617 207 147
Yield 0% | 0% | 0% | 501% | 168% | 119%
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Chapter 6
B physics

In the Standard Model of particle physics, matter is made up of two elementary parti-
cles: quarks and leptons. Both of them come in six flavours and can be arranged into
three families or generations, that differ only by their masses. The lightest elementary
particles of the first family are the constituents of the stable matter in the universe:
The quarks of the first family form the building block for atomic nuclei. Together
with the electron, a lepton of the first family, they constitute the atoms. In nature,
quarks are never found separated from each other. With the exception of one, they
always form composite particles called hadrons. The most massive known elementary
particle—the top quark—however decays weakly on a time scale that is too short for
the top to form a hadron. The third-generation partner of the top is the bottom quark.
Hadrons containing a b-quark are thus the heaviest, that are experimentally accessible.
Offering a multitude of diverse physics opportunities, b-hadron systems allow us to test
the consistency of the Standard Model as well as to study new physics effects. The
research in B-physics focuses on two main goals, which are to study the structure of
quark (flavour) mixing and to explore the phenomenon of CP violation.

A short historical introduction to the discovery of the bottom quark in the context of
the rise of the Standard Model is given in section 6.1. The basic concept of the Stan-
dard model will be summarised in section 6.2, with the emphasis on flavour mixing
and CP violation in subsection 6.2.1. Chapter 6.3 will then outline the major goals of
B-physics and the prospects at LHC. Finally, the production mechanism of B-hadrons
will be explained in chapter 6.3. The analysis Chapter 7
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6.1 The Discovery of the Bottom Quark

6.1 The Discovery of the Bottom Quark

The Bottom quark, a quark of the third quark generation and charge —%, was discovered
in the 1970s—a decade of remarkable experimental and theoretical progress in particle
physics. By the end of that decade a single model had been established, in which
the three fundamental forces in nature—the electromagnetic, the weak and the strong
force—could be described by three closely related gauge theories.
In the 1960s, the known elementary constituents comprised the two known lepton
pairs—the electron e and its neutrino v, the muon p and its neutrino v,—and the
three known quarks—u, d and s. The series of new particles discovered in the 1970s
had already begun to show in theoretical papers earlier: A mechanism, proposed by
Glashow, Tliopoulos and Maiani in 1969 to explain the absence of strangeness-changing
weak currents, required the existence of a fourth quark. Kobayashi and Maskawa
concluded in their paper 1973, that a model with only two quark families could not
account for the violation of CP invariance, that had been measured in decays of the
K?-meson almost a decade before. The most natural explanation implied the existence
of a third quark family. A revolution of sorts started with the observation of the J/i
meson, a bound state of the charm quark and its antiquark, in 1974. The same year
evidence occurred for the existence of a heavy lepton, the 7-lepton. After several years
of confusion and controversy about a third lepton family, the 7-lepton and its neutrino
v, were confirmed around 1978. In 1977 Leon Lederman' finally discovered the T°
meson at Fermilab. The 7" was immediately interpreted as a bound state of a new type
of quark and antiquark—the bottom quark. The picture of particle physics finally
settled for three generation of quarks and leptons and culminated in the emergence of
Standard Model (SM).

After the discovery of the 7", the existence of B mesons was a logical consequence
and was soon confirmed by measurements. The bound states of hadrons containing
one b quark that have been confirmed up to date are listed in Table 6.1 together with

their masses and lifetimes.

Lwho had had missed the discovery of the J/) at Brookhaven due to insufficient mass resolution
in 1968
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Table 6.1: B-hadrons [35].

B-mesons
Particle | Quark Mass Mean Life cT
Content [ MeV | [ps | [ pm]
Bt ub 5279.15+£0.31 | 1.638 £ 0.011 | 491.1
B db 5279.53 £0.33 | 1.530 £0.009 | 458.7
BY sb 5366.3+ 0.6 | 147010055 | 441
Bf cb 6276 £ 4 0.46 +0.07 -
B-baryons
Particle | Quark Mass Mean Life cT
Content [MeV | [ps | [ pm]
A9 udb 5620.2+ 1.6 | 138315008 | 415
zy uub 5807.8 + 2.7 - -
X ddb 5815.2 +2.0 - -
= 4D g0 30 | 1427028 -
=) dsb ‘
2 ssb 6165 £ 23 - -

6.2 The Standard Model

Astoundingly, in all subsequent experiments, the Standard Model has proven to be
an accurate theory, describing all the detected particles and their interactions. The
neutral component (Z° boson) and the charged components (W* bosons) of the weak
interaction, were discovered in 1983 at CERN. Owing its large mass, the second quark
of the third generation—the top quark—was only confirmed in 1995 at Fermilab. The

basic concepts of the Standard model can be summarised as follows

e The twelve Spin—% particles (fermions) can be grouped with respect to their in-
teraction properties: The six quarks—up (u), down (d), charm (c), strange (s),
bottom (b) and top (t)—interact strongly, whereas the six leptons—the electron
(e) and its neutrino (v.), the muon (p) and its neutrino (v,), and the tau (7) and

its neutrino (v,)—do not partake in the strong interaction.

e The fundamental interactions of these particle are described by the gauge group

SUB)e@SU2),@U(1)y
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6.2 The Standard Model

where C refers to color (QCD), L to left-handed fields and Y denotes the weak hy-
percharge generators. The interactions are mediated by spin-1 particles (bosons):
eight massless gluons G, and one massless photon ~, for the strong and electro-
magnetic interaction, respectively and three massive gauge bosons W+, W~ and

79 for the weak interaction.

e The SU(2); ® U(1)y group undergoes spontaneous symmetry breaking to the
electromagnetic subgroup U(1)g, giving rise to a physical scalar (spin-0) particle,

known as the Higgs boson H.

e The matter fields (quarks and leptons) are Dirac fields and obtain their masses
from Yukawa couplings to the field of a Higgs particle. The same field also

generates masses for the gauge bosons of the weak interaction.

e The charged current couplings for the transition of a down-type quarks to an
up-type quark are described in terms of a unitary 3 x 3 matrix, known as CKM

matriz!

Vud Vus Vub
Vekm = Vea Ves Vo |- (6.1)
Vie Vis Vi

In the original Standard Model concept with massless neutrinos, the analogous

matrix in the lepton sector is a unit matrix.

A minor revision of the Standard Model was necessary to accommodate the evi-
dence for neutrino oscillations in 1998, which implies that neutrinos must have a mass.
As in the quark sector, the mixing can be described by a 3 x 3 matrix, called the
PMNS matrix?. Including the additional neutrino mass terms, the Standard Model
has 26 free parameters. To date, one last particle of the Standard Model—the Higgs

particle—remains yet to be discovered.

Lafter Cabibbo, Kobayashi and Maskawa
2after Pontecorvo, Maki, Nakagawa and Sakata
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6.2 The Standard Model

6.2.1 Flavour physics and CP violation

Concerning electroweak interactions, the left-handed fermions can be arranged into
SU(2)r, doublets, whereas the right-handed fields transform as singlets under SU(2)/.
Together they form three families with identical interaction properties. The three

generations differ only by their masses and flavour quantum numbers

Uu Is t
( d )L ( s’ )L ( v )L ur, dr, CRr, SR, tr, br (6.2)
(), ()
Ve L Yy L

The weak eigenstates d’, s, b’ are a mixture of the corresponding mass eigenstates

T
( ) €R, UR, TR, VeR, VMRa VrR (63)
L

Vr

d, s, b and are connected through the CKM quark-mizing matriz

d
s’ = VCKM S (64)
b b

The so-called global CKM fit uses all available measurements and imposes SM con-
straints to determine the magnitudes of the CKM elements, and leads to the following
result [36]

0.97419 +0.00022  0.2257 4 0.0010  0.00359 + 0.00016
Ve = | 0.2256+£0.0010  0.97334 +0.00023  0.041570:9019 . (6.5)
0.0087470:90026 (0407 4 0.0010  0.999133F9-900041

The mixing between the second and third family is much smaller than the mixing
between the first and second family. The mixing between the first and third family
is even more suppressed. The freedom to define the global phase of the quark fields
allows to reduce the initial nine parameters of the unitary 3 x 3 matrix to four. In
the standard parametrisation, that is recommended by the particle data group, the
CKM matrix is represented by the product of three complex rotation matrices. The
rotations are characterised by three Euler angles 615, 613, 23 and one complex phase 9.

Expanding each element in this matrix as a series of A = sin 15 = |V,,5| = 0.22 leads to
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6.2 The Standard Model

the Wolfenstein parametrisation, an approximate parametrisation that nicely displays

the hierarchical pattern of the matrix in powers of A.

1-— )‘—22 A AN(p—in)
Vexkm = —A -2 AN? + 0\ (6.6)
AN(1 —p—in) —AN? 1

The transitions b — ¢ and b — u are suppressed by a factor of A2 and A3, respec-
tively. The hierarchical structure of the CKM matrix first became apparent when the
lifetimes of B mesons turned out to be much longer than expected (~ 107'%s).

The complex phase also allows to accommodate CP wviolating phenomena, that
have been observed in the neutral kaon system or more recently in the neutral B
meson system, within the flavour mixing matrix. CP stands for the product of charge
conjugation (C') and parity inversion (P).

Weak interactions involving W* bosons interact exclusively with left-handed parti-
cles or right-handed antiparticles. Therefore the interaction is not invariant under
charge conjugation or parity inversion, hence violating both, C-symmetry and P-
symmetry, in a maximal way. Naturally one would think that CP-symmetry, i.e. the
combination of the two, would be preserved. However, in 1964 Cronin and Fitch dis-
covered in decays of neutral kaons, that this is not exactly true and that the weak inter-
action does violate the CP-symmetry. In the Standard Model the only possible source
of CP violation is provided by the complex phase in the CKM matrix. In the stan-
dard parametrisation the complex phase is always multiplied by sin 3 = |V,3| ~ 1073,
which shows that CP violation is clearly suppressed—independent of the magnitude of
the phase .

Contrary to quark transitions induced by charged currents, the unitarity of the
CKM matrix forbids neutral current couplings to the Z°, changing the flavour but not
the charge of a fermion.! In the Standard Model flavour changing neutral current FCNC

processes are thus forbidden at the tree-level. They can however proceed through higher

!The unitarity conditions of the CKM matrix and the flavour-changing parameters Z;; of the
down-type quarks are connected through the relations

VJqus + chﬂ;lvcs + ‘/tzv;fs = Zd57
u*bvud + ‘/;E,Vcd + Vvtzv;fs = Zbd7
‘/:b‘/us + :;)‘/('s + ‘/J)‘/ts == st-
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6.3 The Goals of B physics

order diagrams involving flavour changing W= vertices. At the one-loop level FCNC
processes can be described by penguin and box diagrams, that are composed of a set of
basic triple and quartic effective vertices, respectively. Nevertheless these processes are
highly suppressed in the Standard Model by the GIM mechanism. The FCNC sector is
therefore of particular interest in the search of new physics (NP): Whereas the effects of
NP in most realistic models can safely be neglected in transitions mediated by Standard
Model tree-level processes, NP can have a significant impact on FCNC amplitudes.
Beyond the Standard Model (BSM) new particles may enter in the penguin and box

diagrams and new tree-level contributions to FCNC processes may be generated.

6.3 The Goals of B physics

The main focus of B-physics lies on the verification of the Standard Model by exploring
the nature of quark mixing and its role in CP violation as well as on probing physics
beyond the Standard Model (BSM) in rare FCNC processes in B-meson systems.

The CKM picture of quark mixing and CP violation has been confirmed quantitatively
in precise measurements of many different B-decay modes, that overconstrain the CKM
matrix. The elements of |V,,;| and |V,| have been measured in ezclusive and inclusive
analyses of semileptonic B-decays. In exclusive decays all decay products in the final
state are identified and measured, whereas in inclusive decays all (or a special class) of
accessible final states are summed up. In the heavy quark limit, exclusive and inclusive
decays can be treated in the two (distinct) approaches of heavy quark effective theory
(HQET) and the heavy quark expansion (HQE), respectively.! Since the Standard
Model penguin and box diagrams for FCNC processes are dominated by virtual top
contributions, the elements |Vi4|, |Vis| and |Vj| of the quark mixing matrix indirectly
follow from the measurements of FCNC processes. The system of B-mesons also offers
a variety of processes to study CP violation—that, in the Standard Model, has its
only source in the complex phase of the CKM matrix. The parameters p and 7 in the
Wolfenstein parametrisation are related to CP violation. The unitarity of the CKM
matrix can be represented by the unitarity triangle in the (p,n)-plane. The angles «,

{ and v of the triangle are related to CP violating asymmetries that can be measured

!The former treats the heavy quark in a meson as a static source of the gluon field (similar to
considering a hydrogen atom), and in the latter the decay rate can be expanded in inverse powers of
my, with the leading term describing the decay of a free b-quark.
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6.3 The Goals of B physics

in non-leptonic B-decays.!

CP violation also provides an excellent probe of new physics, since most extensions
of the Standard Model exhibit new sources of CP violation. FCNC processes in the
B-meson system, such as particle-antiparticle mixing and rare decays, are equally im-
portant in the quest for new physics. The transition amplitudes can be significantly

enhanced by new particles contributing to the box diagrams or even at tree-level.

6.3.1 Facilities for B physics

CLEO [37] and ARGUS [38] were the first experiments, that studied B-decays at
ete” colliders by running at the 7°(4S) resonance. This resonance can decay into
B, and By but not B,. The current ete” storage rings PEP 1T and KEKB, with
their associated experiments BaBar [39] and Belle [40], run at asymmetric energies
at the 7°(45) resonance. The energy asymmetry produces a 7'(4S) boosted along
the beam axis and allows to resolve the decay vertices of the B-meson. Recently,
the Belle experiment has also been studying B, decays by taking data at the 1°(5S5)
resonance [41].

At higher energy ete~ collider such as the LEP, bb pairs can also be produced
at the Z° pole where the full spectrum of B hadrons is accessible. The production
mechanisms at hadron colliders are more complex than at eTe™ colliders. The momenta
and directions of the b hadrons vary over a large range. Hadron colliders also suffer
from a very high background in b events and include a complicated underlying event
in addition to the produced b hadrons. Nevertheless, hadron colliders benefit from the
production of all species of B hadrons and they have a much higher b production cross-
section that compensate for the clean environment in ete~ B factories?. At Tevatron,
the cross-section is ~ 100 ub at /s = 1.96 TeV. At Tevatron both experiments, CDF
and DO, pursue a rich B physics programs that complements the B factories. The
area of research include the study of CPviolation, mixing and lifetime measurements,
rare decays and B production, fragmentation and spectroscopy. In particular CDF
has observed B, — B, mixing and determined the oscillation frequency as Amp, =
(117.04+0.8) x 1071 MeV. With an expected cross-section of o, ~ 500 ub and a design

Hfor instance, in the “gold plated” B® — J/i KO decay that is used to determine the CKM angle 3
?The B-factories running at the 7°(45) resonance have a cross-section of o,; ~ 1nb and running

at the Z° pole at LEP gives a cross-section of oy ~ 7nb.
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6.4 B-production Mechanisms at the LHC

2571, the LHC provides an excellent opportunity for B-

luminosity of L = 10** cm™
physics studies. LHCb will also be the first experiment dedicated to B-physics at a

hadron collider.

6.4 B-production Mechanisms at the LHC

There are several mechanisms contributing to heavy flavour production at hadron col-
liders, arising from the following three processes: flavour creation, flavour excitation

and gluon splitting.

Flavour creation: The leading order (LO) processes are gluon gluon fusion gg —
QQ or quark annihilation of light quarks ¢¢ — Q@ shown in Figures 6.1 and 6.2,
respectively. At LHC and Tevatron gluon-gluon fusion processes are the dominant bb
production mechanism out of the two hard processes. In the center-of-mass frame the
quark and antiquark are produced back-to-back and are therefore also back-to-back in

the plane transverse to the beam direction.

s <

Figure 6.1: Leading order O(a?) diagrams for bb pair production: Gluon-gluon fusion.

Figure 6.2: Leading order O(a?) diagrams for bb pair production: Quark annihilation.

Flavour excitation: In this next-to-leading order process, a heavy quark is as-

sumed to be already present in the quark sea of the proton. It is then put on mass-shell
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6.4 B-production Mechanisms at the LHC

by scattering against a parton of the other proton, as shown in Figure 6.3 for Qg — Qg.
Since the b is not a valence flavour it must originates from ¢ — QQ. In flavour excita-
tion only one of the b quarks undergoes a hard QCD scattering and therefore usually

only one of the quarks from the bb pair is produced at high pr.

B

Figure 6.3: Next-to-leading order O(a?) diagrams for bb pair production: Flavour

excitation.

Gluon splitting: In this next-to-leading order process, the heavy quarks arise
from g — QQ in either the initial state or final state shower (see Figure 6.4). Here
the dominant source is gluons from the final state showers and the hard QCD process
involves gluons and light quarks and antiquarks. The bb pairs from gluon splitting are

usually very close in phase space and the pr spectrum increases logarithmically.

b

Figure 6.4: Next-to-leading order O(a?) diagrams for bb pair production: Gluon split-

ting.

Additional next-to-leading order arise from O(a?) corrections to the parton fusion
process, that include real and virtual gluon emission. The three categories are char-
acterised by 2, 1 or 0 heavy flavour quark(s) participating in the hard interaction. It
has been shown that next-to-leading order processes are actually larger than leading

order processes at energies larger than mg'. Figure 6.5 shows the total bb cross-section

Lthe cross-section for the production of gluons through gg — gg is order of magnitude larger than
the leading order contribution of gg — QQ
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6.4 B-production Mechanisms at the LHC

as a function of the center-of-mass energy. The dominant contribution to o,; at LHC

energies arise from flavour excitation, followed by pair creation and gluon splitting.
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Figure 6.5: The total bb cross-section as a function of the center-of-mass energy Ecy =

/s at pp-collision and the different contribution from pair creation, flavour excitation

and gluon splitting [42].
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Chapter 7

The search for B — pfpu~

The leptonic decays Bg — (¢~ (where ¢ = s,b and ¢ = e, ) have a highly sup-
pressed rate in the Standard Model (SM), since they involve a b — s(d) transition.
In the SM these flavour changing neutral current (FCNC) transitions are forbidden
at tree-level and can only proceed through high-order diagrams, that are described
by electroweak penguin and box diagrams at the one loop level (see Figure 7.1). The
dominant contribution stems from the Z-penguin diagram. There are no contributions
from a Standard Model Higgs to the penguin diagram, since a Higgs boson couples to
fermions with Yukawa couplings y, o< my/My and y, < my/My,. Photonic penguins
also do not contribute to the decay, since the lepton-anti-lepton pair with zero angular
momentum has charge conjugation number C' = 1, whereas the photon has C' = —1.
The box diagram is suppressed by a factor of m?,/m? with respect to the Z-penguin.

+50

) - |+

fe ll}

~

t,c,u |d v
[REp—— I—

b) w5 1°

Figure 7.1: Tllustration of the rare decays Bg — (*¢~. In the SM, these decays
proceed through W# and Z° bosons in Z-penguin (a) and box (b) interactions. In
SM extensions, new particles (e.g. neutralinos °, Higgs bosons and supersymmetric

partners of the quarks and leptons) can contribute to the process.

In addition to the electro-weak loop suppression, these decays are helicity sup-

pressed in the SM by a factor of m?/m%. Since these decays are highly suppressed in
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the Standard Model, they are potentially sensitive probes of physics beyond the SM,
where new particles can enter the diagram (see Figure 7.1) and can thereby increase
the expected branching fraction by orders of magnitude. To date these decays have
not been observed and the current best limits from CLEO [37], Belle [40|, BABAR |39],
DO [43] and CDF [44], and are given in table 7.1 together with the SM expectation.

Table 7.1: The expected branching ratios for the decays B) — (*{~ (where ¢ = 5,b
and ¢ = e, u) in the Standard Model [45] and the current best upper limits (U.L.) at
the 90 % C.L. from various experiments.

Mode BY — utu~ BY — putp BY — eTe™ BY — etpuT
SM Expect. [45] | (3.86 4 0.15) x 1072 | (1.06 +0.04) x 10710 | (2.49 +0.09) x 10~'° ~0
CLEO [37] - 6.1 x 1077 8.3 x 1077 15 x 1077
BELLE [40] - 1.6 x 1077 1.9 x 1077 1.7 x 1077
BABAR |39 - 52 x 1078 11.3 x 1078 9.2 x 1078
DO [43] 7.5 %1078 - - -
CDF [44] 4.7 x 1078 1.50 x 1078 - -

The searches for the rare B decays at the 7°(4S5) resonance, i.e. the CLEO, Belle
and BABAR experiments, have no sensitivity to B, decays (see chapter 6). However, the
CDF and D0 experiments at the Tevatron have sensitivity to the decay B? — pu*u~.
The DO experiment cannot discriminate between the decays B? — p*u~ and Bj —
p " because of its limited mass resolution.! With 2fb™! of integrated luminosity so
far, neither DO nor CDF have found evidence for the decay. The Tevatron likely will
not integrate enough luminosity for these experiments to measure this process at the
SM expectation. Their current analyses are both tuned for high efficiency and are
limited by backgrounds. The lowest experimental upper limit on the SM branching
fraction of BY — uu~ to date comes from CDF and is about one order of magnitude
above the SM prediction.

With an expected cross-section of o,; ~ 500 b and a design luminosity of L =
10**em=2s7!, the LHC provides abundant opportunities to study b-hadron decays.
Both general purpose experiments, CMS [46; 47| and ATLAS [48], as well as the
dedicated B-physics experiment LHCb [49; 50| have studied the sensitivity to the
decay BY — ptu~.

!The signal window is 5.047 GeV < m,,,, < 5.622.
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Bg — (¢~ in the Standard Model

At the quark level b — s(d) transitions can be described by the corresponding low-

energy effective Hamiltonian
Heopr = th ZO ),  forq=s,d. (7.1)

where G is the Fermi constant, V}, and Vt’; are the corresponding CKM matrix element,
and p = O(my) denotes the mass scale, that separates the short and long distance
contributions to the decay amplitude. The Wilson coefficients C;(u) contain the short
distance physics contributions at scales higher than p. Due to the asymptotic freedom
of QCD, they can be calculated using perturbative methods as long as p is not too small.
The coefficients C; include contributions from the top quark and from other heavy
particles. Therefore the coefficients C; generally depend on the mass of the top quark
m; and on the masses of new particles in models beyond the SM. The local operators
(; contain the long distance contributions to the decay amplitude—which generally
cannot be calculated perturbatively anymore. Since the non-pertubative methods have
their limitations, the largest theoretical uncertainties in the decay amplitudes of weak
decays come from the operators ();. However, the purely leptonic decays Bg — (Tl
can be calculated very reliably and are among the theoretically cleanest decays in the

field of rare B-decays. They can be described by only three operators
Qa = (br7"qr) (Crst) Qs =my (brar) (£0) Qp = my (brqr) (Cys0) (7.2)

and their coefficients C'4, Cs and C'p. The corresponding low-energy effective Hamil-

tonian reads as

Gr

Herp = _—
= \/_7rsn<9

thVt [CAQA + CsQs + CPQP] + h.c. (7.3)

where « is the fine structure constant given as a(Mz) = 1/128 and 0y is the Weinberg
angle. The amplitudes of B — (*{~ decays were first calculated in Ref. [51] and have
been updated with the next-to-leading order QCD corrections in Refs. [52; 53; 54|.
In terms of Wilson coefficients the branching fraction of BS — (¢~ decays can be

expressed as shown in equation 7.4
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where fp, is the decays constant and 7p, is the lifetime if the B, meson. In the

(7.4)

SM the dominant contribution comes from the coefficient C4 whereas the coefficients
Cs and Cp of the scalar and pseudoscalar couplings, respectively, are suppressed by
m?2 /M7, and can safely be neglected [55]. This gives the following Standard model
predictions [45]:

Vil TPT fe. 17

B(BY — it p) = (3.86 + 0.15) - 1079 x — L2 7.5
(B = i) = ) “ T527ps [00a08) |20nev] (7Y
_ _ Vil 12T fe, 17
B(BY — i) = (1.06 4+ 0.04) - 1010 x —Ba | [V a 7.6
(By = wip) = ) X T527ps |o.00s2] |200Mev| O
) . [ Wl 1T e 7
B(B? — ete™) = (9.05 &£ 0.34) - 10~ 7B [Vis : 7.7
(B —ever) = ) X T5arps [00a08) |20nev] D)

B . Val 17T fe. 17
B(BY - ete) = (2.49 4+ 0.09) - 1015 x Lo | Vi 4 7.8
(Ba—eter) = ( ) “ 1527ps |0.0082| | 200 MeV (78)

B2 — (7{~ beyond the SM

Since these decays are highly suppressed in the Standard Model, and C4 is additionally
helicity suppressed by a factor m2/m%, they are potentially sensitive probes of physics
with new scalar or pseudoscalar interactions. Most of the weakly coupled extensions of
the Standard model contain extra Higgs multiplets. In the two-Higgs-doublet model of
type I (2HDM) one Higgs doublet H,, only couples to up-type fermions and the other
doublet H; only couples to down-type fermions, which avoids tree-level contributions to
FCNC couplings. Both doublets acquire a vacuum expectation values and the ratio of
these values is a free parameter known as tan 5 = v, /vg. After electroweak symmetry
breaking five physical Higgs bosons remain: two neutral scalar particles h and H, one

pseudoscalar particle A and two charged particles H*. If tan 3 is large, the Yukawa
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coupling to b quarks is of the order of one and the decay amplitude can be enhanced
substantially. In the large tan 3 limit C'p and Cg will have sizable contributions from
charged and neutral Higgs bosons in the box and penguin diagrams, while C'y remains
the same. The diagrams have been calculated individually in Ref. [56] and the final
result only depends on the charged Higgs mass My+ and tan (3

my o Inr , M2,
Cs=0Cp = RYEY tan 57“—1’ with r = mf% (7.9)

With the current upper limit on the branching ratio from CDF and the lower bound
on M+ from the branching fraction of the inclusive radiative decay B — X,v [57; 58],
the branching fraction in 2HDM can only be enhanced if tan 5 > 60 (see Figure 7.2).
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-
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Figure 7.2: B(B? — pu*p~) in 2HDM as a function of the charged Higgs mass My+ for
different values of tan 3 [56|, together with the updated experimental bounds on the
branching fraction from CDF and on Mg+ from B(B — X,7).

The tree-level Yukawa couplings in the Higgs sector of the Minimal Supersymmetric
Standard Model (MSSM) are the same as in the 2HDM. At the loop level though both
doublets couple to all fermions. In the MSSM the coefficients depend on the mass
My ~ My of the neutral heavy Higgs bosons and on tan®, giving the following
dependence of the branching fraction on M, and tan § in the MSSM

2,216
mimy tan® 3

'B(Bg — €+€7)MSSM XX M4
A

(7.10)
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The branching fraction of Bg — (¢~ decays can therefore be enhanced by orders of
magnitude in the MSSM | especially at large tan 3. In principle, the MSSM branching
fraction could exceed the SM expectation by three orders of magnitude [59; 60|, and
in supersymmetric models with modified minimal flavour violation at large tan 3 |61],
the branching fraction can be increased by up to four orders of magnitude. Hence,
the experimental upper limit from CDF already cuts severely into the MSSM param-
eter space. In specific models containing leptoquarks [62] and supersymmetric models
without R-parity [63] B? — ¢T¢~ and B? — ("¢~ decays can be enhanced separately

even at low tan .

The strong dependence of B(B? — utp~) on tan®3 in the MSSM also provides
sensitivity to tan 3. Recently, there has been significant interest [64; 65; 66] in using
the decay mode BY — utp~ to “measure” the key parameter tan 3 of the MSSM and
to constrain other extensions of the SM. The determination of tan (8 is difficult—there
is no general technique to measure it at hadron colliders—yet all supersymmetric ob-
servables, in particular in the MSSM, depend on it. It has been shown, that with very
general assumption, that do not depend on specific models, it is possible to put signif-
icant lower bounds on tan 3. Based on very general principles tan 3 is also constrained

from above [67], so a lower bound on tan  is tantamount to a measurement.
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7.1 Event Simulation

7.1 Event Simulation

The Monte Carlo (MC) event samples were generated, simulated and reconstructed
as part of the ‘Computing Software and Analysis Challenge 2007’ (CSA07) and the
predecessor production, named Spring07. The CSAO07 event samples were gener-
ated using PYTHIA 6.409 |68] and were reconstructed in the CMS software [69]
release CMSSW 1 6 X, assuming 100pb~' alignment conditions. The Spring07
event samples were generated using PYTHIA 6.227 [70] and were reconstructed with
CMSSW 1 3 X. Since the level-1 and high-level trigger information was not avail-
able in the samples from the Spring07 production, each sample from Spring07 was
reprocessed, executing the various trigger paths with CMSSW 1 3 1 HLT6. Pile-
up events were not included in either of the productions. The details about the different
software releases and parametrisations involved in the Spring07 and CSAO07 productions
are summarised in Table 7.2, along with the production details of the event samples
used in the previous B? — pu~ study in CMS [47].

In PYTHIA there are two ways to generate bb events. Using a steering card MSEL=5,
the bb pairs are mainly generated through gluon-gluon fusion and each event contains
at least one bb pair (oasgLs &~ 500 ub). Using the card MSEL=1 produces the generic
QCD 2 — 2 subprocesses, which are also referred to as minimum bias events (oumspL1 &
55mb). In this study, all signal and background events are selected from MSEL=1 card
and present a mixture of gluon-gluon fusion, flavour excitation, and gluon splitting.
Table 7.3 provides a summary of all the MC event samples used in this analysis. The
different components are discussed in more detail in the following subsections. In all
event samples, a generator filter required two muons (or hadrons for rare decays), each
with transverse momentum p; > 2.5GeV and to be in the central part of the detector
—2.5<n <25

The event generation through minimum-bias processes is very time-consuming, but
necessary for this analysis, as isolation variables have been found crucial for background
reduction [43; 44]. It is essential to also include gluon splitting and flavour excitation
for bb production, when studying the impact of these variables: The two b-quarks in
gluon-fusion events tend to be back-to-back, while those from gluon-splitting are closer
together in phasespace; this has strong influences on the hadronic activity around the

dimuon direction.
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7.1 Event Simulation

Table 7.2: Monte Carlo event sample productions.

CSA07 Spring07 SMO06/private
Generation PYTHIA 6.409 PYTHIA 6.227 PYTHIA 6.227
Interface - - CMKIN 6 0 0
Simulation CMSSW_1 4 X CMSSW _1 2 3(4) OSCAR_3 6_5
Reconstruction CMSSW 1 6 X CMSSW 1 3 X ORCA 8 7 3
Trigger CMSSW 1 6 X | CMSSW _1 3 1 HLT6 private code
Alignment conditions 100pbh~! ideal ideal
Average pile-up events - - 5

7.1.1 Signal

Figure 7.3 illustrates the production mechanisms contributing to the signal sample. In
addition to the generator-level requirements described above, the events are required
to have a reconstructed dimuon candidate, where the two muons have different electric
charge and are reconstructed as global muons (for more details see section 7.3). No
other selection requirements are applied. The dominant subprocess is flavour excitation
(52 %), followed by gluon splitting (29 %) and gluon-gluon fusion (17 %).

%) " "
g 9004 a) . flavour excitation g 16004 b) g 12004 C) T flavour excitation
2 8001 ! — gluon splitting > > i __ gluon splitting
g | luon fusi g 14007 ... flavour excitation S 1000! | o fusi
= 700] gluon-gluon fusion = - = gluon-gluon fusion
2 S 1900] — gluon splitting 8
® S ) S
gluon-gluon fusion 8004
1000,
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4004 :
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Figure 7.3: Contributions of different partonic processes to the signal sample: flavour
excitation (52 %), gluon splitting (29 %) and gluon-gluon fusion (17 %). For the recon-
structed muon pairs the graphs show a) transverse momentum, b) isolation variable,

¢)AR = \/An? 4+ A¢? separation.
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7.1 Event Simulation

The p, spectrum, and probably the isolation distribution, of the B,-mesons will
be reweighed to account for differences between the MC simulation and data. These
weights will be obtained from the comparison of the corresponding spectra of B¥ —
Jhp K* in MC simulation and data.

In the PYTHIA signal sample, both B? and B? are forced to decay into a muon
pair. Therefore, events containing two BY mesons will contain two signal decays. These
events have been artificially removed from the analysis, since the leptonic decay of the
second BY meson biases the hadronic activity in the event. To correct for this removal,
the number of signal events in Table 7.3 has been increased by 7.6 % (CSA07) and 11 %
(Spring07). These numbers were determined on the signal MC samples and constitute
the fraction of events with two BY mesons compared to events with exactly one B?
meson. While this fraction depends on f, the generator-level filters also strongly

affect this number.

7.1.2 Background

The main challenge in the measurement of the B? — utpu~ decay rate is background
suppression. Many background sources can mimic the signal topology. First, ¢qg events
(where ¢ = b, ¢) with ¢ — pX (prompt or cascade) decays of both g-hadrons or a single
q — pX decay combined with misidentified muon (punch-through or in-flight decay of
a hadron). Second, events where a true muon is combined with a misidentified hadron.
Since the available MC event samples from Spring07 and CSA07 do not contain an
adequate simulation of a substantial background source, this type of background has
not been studied in the scope of this work. An estimation of the contribution based
on a generator-level simulation can be found in Ref. [71]. And finally, rare By, B,, Bs
and A, decays, comprising hadronic, semileptonic, and radiative decays. Some of these
decays constitute a resonant background, like B, — KT K~, A, — pK~, others have a

continuum dimuon invariant mass distribution.

7.1.2.1 Muon-enriched QCD Background (‘Stew’)

A possibility for studying the generic QCD background in the CSAQ07 production is
provided by the ‘Stew’, the ‘soup’ containing muon-enriched samples of onia, non-
prompt J/b, and minimum bias events (ppMuX) [72]. However, as the equivalent
luminosity of this particular background in this ‘soup’ is only of the order 0.4 pb™!, the

‘Stew’ turned out not to be very useful for the presented analysis.
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7.1.2.2 Background from Semileptonic Heavy Quark Decays

In the non-peaking dimuon background samples bb — p*p~ 4+ X and ¢ — ptp~ + X,
both heavy quarks are forced to decay in a multitude of semimuonic decay channels
(more details can be found in the configuration files in the CMSSW CVS reposi-
tory [73]). For bb — u*u~ + X, no constraints on the decay of the charm meson
are applied, and therefore events where one b hadron decays into two muons (one from
the direct b — cu~ 7 and from b — ¢ — su'v) are included as well. Semimuonic
charm decays after hadronic B decays are not contained in this event sample, as all B
mesons are forced to decay semimuonically. Of the remaining background events after
the full analysis, the background is composed entirely of muons from direct B decays
(see section 7.4).

The production mechanisms of the background bb — u*p~ + X are illustrated in Fig-
ure 7.4. In addition to the generator-level requirements described above, the events are
required to have a reconstructed dimuon candidate, where the two muons have different
electric charge and are reconstructed as global muons (for more details see section 7.3).
The dominant subprocesses are gluon splitting (45 %) and flavour excitation (38 %),

followed gluon-gluon fusion (15 %).

7.1.2.3 Rare )-Hadron Decays Background

Rare b-hadron decays could potentially lead to sizable background contributions. The

following two cases can be distinguished:

e Peaking background from rare decays, where a heavy particle decays into a pair

of hadrons. Examples for these decays include By — KTK~, Ay, — pK~.

e Non-peaking background from rare By, B,, and B, decays, comprising hadronic,
semileptonic, and radiative decays. The invariant mass distribution for these
decays is a continuum with an upper edge at the mass of the decaying particle;
the finite momentum resolution could lead to events reconstructed in the B? —
i~ signal mass window. Because semileptonic decays have branching fractions
several orders of magnitude above B(BY — p*pu™), this background could be

problematic.

For each decay channel, events were generated and analyzed without requiring ex-
plicit muon identification. The misidentification probabilitiy was applied as weighting

factors at the end.
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Figure 7.4: Contribution of different partonic processes to the background sample
bb — putp~+X: gluon splitting (45 %) flavour excitation (38 %), and gluon-gluon fusion
(15%). For the reconstructed muon pairs the graphs show a) transverse momentum,
b) isolation variable, c)AR = /An? + A¢? separation, d) invariant mass.
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7.1.3 Normalisation

To minimise the dependence on the unknown bb production cross section and luminosity
measurements, a relative normalisation to the well-measured decays B* — Jjip K= is
used in this analysis. Chosing a decay channel with a signature similar to the signal
decay B? — utp~, like B — Jh) K*, has the advantage, that many systematic
errors cancel to first order, when deriving the upper limit normalising to a similar decay
channel measured in data. The upper limit on the branching fraction is (schematically)

determined by

B(BY — T u™; 90% C.L.)

_ N(B? — ptpu=; 90% C.L.) /e, o Ju (7.11)
N(B* — Jpp K*)/[ep+ - B(B* — JW K=) - B(Jp — ptpo)]  f7

where e, and ep+ are the combined acceptance, trigger, and selection efficiencies for
the signal and normalisation samples, respectively. N(BY — p*u=; 90%C.L.) is the
expected 90 % C.L. upper limit on the number of signal decays and N(B* — Ji) K*)
is the number of reconstructed B¥ — J/i) K* candidates. f, and f, describe the

probability that a b-quark hadronises into a B™ or B? meson.
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Figure 7.5: Contribution of different partonic processes to the signal sample of the
normalisation channel: flavour excitation (53 %), gluon splitting (28 %) and gluon-

gluon fusion (18 %). For the reconstructed muon pairs the graphs show a) transverse
momentum, b) isolation variable, ¢)AR = \/An? + A¢? separation.

Figure 7.5 illustrates the production mechanisms contributing to the signal sample

of the normalisation channel . In addition to the generator-level requirements described
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7.1 Event Simulation

above, the events are required to have a B* candidate reconstructed from two muon
tracks, where the two muons have different electric charge, and a third track selected
from a cone around the dimuon direction. No other selection requirements are applied.
The dominant subprocess is flavour excitation (53 %), followed by gluon splitting (28 %)
and gluon-gluon fusion (18 %).

Table 7.3: Spring07 and CSAQ7 production event samples used in the analysis. The
generated number of events after the generator-level selection described in the text,
the equivalent integrated luminosity, the visible cross section, the expected number of
events in 1fb!, and the branching fraction is given. The visible cross-sections include
fragmentation, branching fractions, p; and || selection criteria. The numbers N, do
not yet include any selection criteria, however the muon misidentification probability

for pions, kaons and protons is already included in N, for rare decays.

Sample ’ Ngen ’ Lgen[fb*I] ’ ovis| fb] ’ Nexp in 1fb—1 B ’ Ref. ,

BY — ptu~ 87041 1.32 x 103 64.0 64.0 3.9 x 1072 | [45] ‘

P bb— ptp~ + X 674727 0.005 1.32 x 108 1.32 x 108

L2l eoptp +Xx 23579 0.002 1.21 x 107 1.21 x 107

z

& BE — Jhp(— ptu )K* 413770 1.97 x 10~ | 2.10 x 109 2.10 x 109 1.0 x 1073 | [35]
b— J(— putp )X 409574 0.003 1.34 x 108 1.34 x 108

N BY — utpu~ 18000 1.75 x 102 102.8 102.8 3.9x 1079 | [45]

% bb— ptu~ + X 2623900 0.008 3.24 x 108 3.24 x 108

O cc—ptp— +X 958424 0.010 9.30 x 107 9.30 x 107
Stew 12420568
BY - KtK— 7417 0.017 4.29 x 105 52.0 2.4 x107% | [58]
BY — ntr— 8469 1.1 7.70 x 103 0.277 5.0 x 1077 | [58]
BY - K—rnt 7417 0.115 6.88 x 10* 4.5 5.0 x 1076 | [74]
BY - K—uty, 5976 0.004 1.62 x 108 1.78 x 10% 1.4 x 1074 | [35]
BY — utpu—~ 71500 557 1.28 x 102 128 2.0x 1078 | [75]

’<SC BO — ntn— 9538 0.045 2.12 x 10° 7.6 5.2 x 1076 | [58]

2 B -~ K+ 9433 0.013 7.47 x 10° 49.3 1.9x 1075 | [58]
BY — nptuy, 8412 0.002 5.08 x 106 3.05 x 10% 1.4 x 1074 | [35]
BY — utp—x0 7856 23.8 3.30 x 10?2 330 2.0 x 1078 | [75]
AY — ppt 10081 0.308 3.27 x 10* 0.393 3.5 x 1076 | [74]
A) — K—pt 10948 0.197 5.54 x 10* 1.2 5.6 x 1076 | [74]
Bt — utu—pty, 5508 0.053 1.04 x 10° 1.04 x 10° 5.0 x 1076 | [76]
B — utp—uty, 9087 36.7 2.48 x 102 248 5.0 x 1076 | [76]
B — Jpap(— ptp )t 3113 0.080 3.91 x 10* 3.91 x 104 2.0x 1072 | [77]
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7.2 Trigger

This analysis is not primarily targeted at the initial very low-luminosity start-up period
of the LHC but requires about 1fb~'. Therefore the trigger strategy is based on an

instantaneous luminosity of at least 1032 cm™?s™! as provided in Ref. [78].

7.2.1 Level-1 Trigger

The level-1 (L1) muon trigger provides fast identification of muon candidates and
an estimate of their transverse momentum p,; based on signals from the drifttubes
(DT, |n| < 1.2), the cathode strip chambers (CSC, 0.9 < |n| < 2.4) and resistive
plate chambers (RPC, |n| < 2.1, in the start-up phase |n| < 1.6). The DT and CSC
subtriggers compare segment slopes in successive layers for their p, estimate, while
the RPC subtrigger is based on predefined hit patterns to classify the muon trajectory.
The Global Muon Trigger matches the DT and CSC candidates with RPC candidates
and rejects unconfirmed candidates. The four highest-quality muon candidates with
the largest p, are passed on to the global trigger, which sorts them by rank. The rank
is determined by p; and quality. In the global trigger, separate threshold requirements
could be applied to each of the four muon candidates; other possible requirements on
the azimuthal angle or pseudorapidity of single muon candidates are possible.

In this analysis the L.1 condition is based on A_DoubleMu3, requiring two .1 muons
anywhere in the muon detector, each with p; > 3 GeV. No isolation or charge require-

ment is applied.

7.2.2 High Level Trigger

The high-level trigger (HLT) condition is based on the displaced dimuon trigger BJpsiMuMu
described in detail in section 7.5.1 of Ref. [78]. The HLT starts with the level-2 (L2)
muon reconstruction. L1 muon candidates serve as seeds for the reconstruction of
(standalone) tracks in the muon chambers with higher p, resolution compared to L1.
A transverse momentum requirement of p; > 3 GeV is applied to these L2 muons. In
the next step, L2 muons are used to determine regions of interest where tracks in the
central tracker are reconstructed and combined with the L2 muons. This constitutes
slightly different muons than the standard level-3 (L3) muons. The combined muon
track has to satisfy p; > 3GeV. The two muons are fit to a common decay vertex, a

good vertex quality is required with x? < 10. The significance of the transverse decay
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length is required to be above 3 and the angle o between the reconstructed dimuon
momentum vector and the vector from the primary to the decay vertex has to fulfill
cosa > 0.9. The primary vertex at the HLT is determined with pixel tracks using the
divisive method [79].

7.2.3 Determination of Trigger Efficiency

The determination of the trigger efficiencies in data comprises several components: (i)
The single muon efficiency at level-1, (ii) the single-muon efficiency at HLT (either
L3 or an independent version as implemented in the b — J/ip — pTp~ HLT trigger
path), (iii) and finally the selection efficiency of additional criteria applied at the HLT.
The following describes the ‘tag and probe’ method, where one well-identified (‘tag’)
muon is used to seed the reconstruction of a J/i) candidate, which serves as a source
of unbiased (‘probe’) muons.

To determine the L1 single muon efficiency in data, an unbiased muon sample must
be available. The decay J/itv — ptp~ provides this possibility. The event sample is
triggered by single relaxed muons, passed through HLT with prescales ranging from
1-4000 with overall event rates of < 1 Hz as described in [78]. A single well-identified
muon of specific charge, matched to the L1-trigger primitive, is combined with other
tracks of p; > 2GeV to form J/i) candidates. A fit to the invariant mass distribution
with a Gaussian and polynomial provides an estimate for the total number Ny, of J/i
candidates. This yield can be compared to the number Ny, of J/i candidates where
the second track is matched to a L1-trigger primitive. The muon L1 trigger efficiency
follows as €, = Npi11/Niot-

The HLT muon efficiency is determined in a similar way. It remains to be seen which
prescaled sample provides the best statistical sensitivity: Higher-p, single muons with
lower prescale factors, or lower-p | single muons with higher prescale factors. This will
not be a problem given the very open triggers during the startup phase.

The HLT efficiency for additional selection criteria can be determined for the nor-
malisation sample B* — Ji K* in data and MC simulation. The comparison of
these efficiencies will provide an estimate of the systematic error to be applied for the
HLT efficiency for the signal B? — pﬁ/fThe best sample for this study is a prescaled

L1-dimuon sample.
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7.3 Muon Reconstruction

7.3.1 Muon Reconstruction

The track parameters of the muons are measured in two CMS sub-detectors: the in-
ner tracker and the muon system. Independent of the subsystem, the trajectories are
reconstructed using the same track parametrisation and the same tracking algorithm
as in section 2.7. Depending on the sub-system involved in the reconstruction of the
high-level muon physics object, there are three different types of muons [25]: Stand-

alone, global and tracker muons.

Stand-alone muons
The stand-alone reconstruction uses only the hits in the muon spectrometer. Seeds
are generated based on DT and CSC. The seed is propagated to the innermost com-
patible layer in the muon system. A pre-filter is applied in the inside-out direction
using the track segments provided by the DT and CSC for the fit and imposing only a
loose x? cut. In the final filter the trajectory is built in the outside-in direction, using
the hits composing the track segment with a tighter x? cut. At each filter step the
trajectory parameters are propagated from one layer in the muon system to the next,
including multiple scattering and energy losses due to ionisation and bremsstrahlung
in the return yoke and the muon chamber. A trajectory is only accepted as a muon
track if there are at least two measuruements present in the fit, where one of them
has to be DT or CSC type. The inclusion of the RPC measurements can improve the
reconstruction efficiency of low momentum muons. After the trajectory cleaning, the
remaining tracks are extrapolated to the point of closest approach to the beam line

and a beam spot constraint is applied to improve the p, resolution.

Global muons
Global muons are reconstructed by combining tracks reconstructed in the tracker sys-
tem (tracker tracks) and tracks reconstructed in the muon system (muon tracks). Since
the momentum resolution of muon tracks with py < 200 GeV is dominated by multiple
scattering, the resolution at low momentum is significantly improved by including the
inforamtion from the tracker. The track reconstruction in the tracker starts with the
seed generation. A track seed can be defined by a two hits (pair) or three hits (triplet)

in the pixel. Since a hit pair does not constrain the momentum, an additional vertex
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constraint is applied. Seeds from hit pairs have can have a high ghost rate whereas
seeds from hit triplets have a high purity but a significantly lower efficiency. Therefore
in the standard track reconstruction only seeds from hit pairs are used. The track
candidates from triplets on the other hand allow a simple and efficient primary vertex
reconstruction and can be used in the online selection. The pattern recognition is based
on the combinatorial Kalman filter method and proceeds as described in section 2.7.
To account for the possibility that a track did not leave a hit in a specific layer, an
additional trajectory without an associated hit (invalid hit) is created in each layer. To
limit the otherwise exponentially growing number of candidates, the number of can-
diates is truncated at each layer by limiting the maximum number of candidates, the
minimum number of hits per track, the number of invalid hits, the maximum y? and
the minimum transverse momentum. After track building, ambiguities in trajectories
sharing more than 50 % of their hits' are resolved by discarding the track with less hits
or, in case of equal numbers of hits, the track with the higher 2.

The track matching between tracker tracks and muon tracks proceeds in two steps. In
the first step, a region of interest in the n — ¢ space is defined: The origin of this region
is defined by the primary vertex from the pixel algorithm. The direction around which
the region of interest will be opened is taken from the stand-alone muon. The sizes
An and A¢ of the region of interest are determined from the error estimates of the
stand-alone muon direction, where the values of An and A¢ are limited to keep the
region of interest of reasonable size 2. Only tracks, that are within the region of interest
and have a p; above 60% of the p, of the stand-alone muon track, are selected. In
the second step, the subset of selected tracker tracks are matched to the muon tracks
by comparing the five parameters describing the trajectories. The trajectories of either
tracker track or the muon track are propagated onto a common surface. For low pr
muons this is the detector surface of outermost tracker track hit and for high pr muons
it is the detector surface of the innermost muon track hit. The best match is chosen
by applying more stringent momentum and spatial matching criteria on a combination
of disriminating variables, that are determined by the position and momentum of the
two tracks.

Finally a global refit is performed for each combination of a tracker muon and a stand-

Irelative to the number of hits in the trajectories with the least number of hits
2the size of the region of interest has a strong impact on the reconstruction efficiency and the fake
rate
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alone muon by combining the corresponding collections of tracker and muon hits'.
Since only the global muon track with the best x? is kept, in case there is more than
one possible global muon track, there is a maximum of one global muon reconstructed
for each stand-alone muon.

As shown in Figure 2.14 in section 2.6, the tracker system is essential to ensure a good
momentum resolution at low transverse momentum, where the resolution in the muon
chambers is dominated by multiple scattering. At high transverse momentum the best

momentum resolution is given by the resolution obtained with the muon system:.

Tracker muons
As shown in Figure 7?7, stand-alone muon reconstruction only becomes highly efficient
for muons with a p, of more than 6 — 7GeV. Muons with a lower p, do not leave
enough hits in the muon spectrometer to be reconstructed as stand-alone muons or do

not reach the muon system at all, see Table 7.4.

Table 7.4: The required minimum p,; for a muon to reach the first muon station in
different 1 regions assuming a homogenous magnetic field of 4T, where RJ™ is the

minimal radial distance to the first muon chamber in the corresponding n region.

Rmin | pmin — (.3 BRIV"
0<|n<1.2 | 4m 4.8 GeV
12<n/ <15 | 3m 3.6 GeV
15<n <24 | 1m 1.2GeV

The complementary approach of tracker muons is therefore particularly useful in
the reconstruction of low p, muons. The reconstruction of tracker muons considers all
tracker tracks and searches for compatible segments in the muon system. In the first
step, each track is propagated in the calorimeter and the energy deposited in ECAL
crystals and HCAL towers are calculated. In the second step, the track is extrapolated
into the muon detectors. In both steps the magnetic field inhomogenities, multiple scat-
tering and energy losses are taken into account. While the trajectory is propagated

through the muon system, the algorithm collects and stores all relevant information.

!The resolution of high energy muons can be improved by omitting selected hits in the muon

system where the measurements can be degraded by electromagnetic showers.
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Based on this information the tracker tracks can be matched to hits in the muon seg-
ments. By design the association between tracker tracks and muon segment is kept
very loose. Unlike for global muons, no combined refit is performed for the tracker
muons. In case several tracks that are close to each other, have been associated to
the same segment, the best track-segment combination is determined using arbitration
algorithm [25]. In the default configuration the minimum p, threshold is 1.5 GeV for

tracker muons and the minimum number of matched segment is one.

The reconstruction efficiencies of tracker, stand-alone and global muons are illus-
trated in 7.6 for different p, samples as a function of pseudorapidity [25]. The drops
in efficiency correspond to discontinuities in the geometrical strcuture of the CMS

detector:
e |n| ~ 0: gaps between the barrel pixel sensors on the ladders at z =0
e |n| ~ 0.3: discontinuity between the DT central wheel and its neighbours

e 0.8 < |n| < 1.2: overlap between DT and CSC (leading to failures in the seed
finding algorithm)

e || ~ 1.8: transition from the TID to the TID/TEC subsystem

7.3.2 Muon Identification

In this analysis, muon candidates are selected from global muons. If less than two
global muons are found in an event, additional muon candidates are added from tracker
muons, if available. Figures 7.7 and 7.8 illustrates the muon identification efficiencies
for tracker and global muons determined on the CSA07 MC event samples used in this

analysis (see Table 7.3).

7.3.3 Muon Misidentification
Hadrons can be misidentified as muons mainly because of two reasons:

e Punch-through hadrons: High-momentum hadrons can traverse the calorime-
ters without hadronic interaction (with a probability p = exp(—x/)), where x is
the distance travelled and A is the hadronic interaction length) and then interact

in the muon system, thus faking a muon signature.
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Figure 7.6: Reconstruction efficiencies of a) tracker, b) stand-alone and ¢) global muons

for different p, samples as a function of pseudorapidity [25].
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Figure 7.7: Muon identification efficiency for global muons and tracker muons from

CSAQ7 samples as a function of a) transverse momentum p, , b) pseudorapidity 7.
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Figure 7.8: Muon identification efficiency from CSAQ07 samples as a function of pseudo-
rapidity 7 as a function of the transverse momentum p, for a) global muons, b) tracker

muons.
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e In-flight decays of hadrons: Hadrons, in particular charged kaons, decay dom-

inantly into muons, which will be measured in the muon system.

In the following the contribution from both effects are included in the misidentifi-
cation rates, and will not be treated separately. The probability for hadron misiden-
tification is momentum dependent and illustrated in Figure 7.9. All CSAQ7 event
samples have been used to determine whether particles produced as hadrons close to
the interaction region have been identified as muons, using the full simulation and
reconstruction chain as described in section 7.1. From these figures (conservative) av-
erage misidentification probabilities have been extracted for the three charged hadron
species e, = 0.6%, ex = 1.1%, ¢, = 0.2%. The misidentification probabilities are
used as scaling weights for the rare background contributions, which are dominated by

hadrons that have been misidentified (see section 7.1.2.3).

<007 ) 002 b) <002 ¢)

0.015- 0.015- 0.0151

0.01- 0.01- J**HHM | f { + J[ 0.01-

S
0.005~ “ “*+++++H++ + JH-H ﬂH J{ - T + + }[
- + oy H N
! ! +\+ + \ﬁHﬂ ! ! ! ! :J\ o H\ﬁﬂmﬂ \Hﬁ jm\ﬂj HWL
0 5 10 15 20 25 5 0 5 2 5 10 15 2
P, [GeV] Py [GeV] P, [GeV]

Figure 7.9: Muon misidentification rate for different hadrons as a function of transverse
momentum: a) pions, b) kaons, ¢) protons. Contributions from hadron punch-through
and from in-flight decays are included in these illustrations. From these plots, average

misidentification rates are determined as follows: €, = 0.6%, ex = 1.1%, ¢, = 0.2%

The muon misidentification probabilities are needed to estimate the contributions
in the signal region from peaking rare backgrounds (for example B® — 777~) only.
Non-peaking backgrounds will be estimated from the sidebands. The kaon and pion
misidentification probabilities can also be determined in data, e.g. with D° — Kn

samples obtained in partially reconstructed semileptonic B decays [80].
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7.3.4 Muon Identification Efficiency Determination

The muon identification efficiency is determined with the ‘tag and probe’ (TNP)
method [81], also used for the determination of the trigger efficiency (described in
section 7.2.3).

Well-identified global muons p of a specific charge, matched to the relaxed single
muon trigger primitives at both L1 and HLT, are used to seed the reconstruction of
J/ candidates. Tracks ¢ of the opposite charge and p; > 2GeV within AR < 1.5 are
combined with the muon and retained if the invariant mass is between 2.5 < m,; <
3.5 GeV, illustrated in Figure 7.10a). The J/) candidate mass distribution formed by
two identified muons is shown in Figure 7.10b). The efficiency can be determined in

two ways, which give consistent results and provide a systematic cross-check:

e = Nuu: Nuu
Nut Nltu+ ML

where N, (N,) is the number of J/i) mesons extracted from a fit to data with both
the tag and probe leptons (only the tag lepton) identified as muon. In the second
approach, N,; quantifies the number of J/i) mesons, again extracted from a fit to the
data, where the probe explicitly failed muon identification. In the above equations,
all yields are evaluated as integrals of single Gaussians above a linear background, in
intervals of transverse momentum and pseudorapidity. In principle N,; = N, + Nz,
but the practical determination of the numbers differs as they are extracted from fits
to different histograms.

Figure 7.11 illustrates the muon identification efficiency as a function of trans-
verse momentum in three pseudorapidity bins. The TNP method is compared against
two MC-truth based methods. For truth-matching, the standard CMSSW algorithm
‘TrackAssociatorByChi2’ has been used to match the inner-tracker track of the global
muon to a generator-level charged particle. The histogram labelled ‘MC’ is the muon
identification efficiency determined on all muons using MC-truth to identify any muon.
This histogram provides a cross-check that the TNP-selected muons do not induce a
bias in the muon selection. The histogram labelled ‘MC Probe’ uses MC-truth on the
restricted set of muons which accompany a tag muon and establishes that the yield

determination from the fit is unbiased.
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Figure 7.10: Reconstructed J/i) candidates in an event sample containing a luminosity-
weighted combination of non-prompt J/i» and muons from B-decays [81]. a) J/i
candidates formed from one muon candidate and one track, b) J/ib candidates formed

from two muon candidates.

7.4 Event Selection for B? — " pu~

7.4.1 Selection Variables

For the offline event selection, variables related to the primary vertex, the muon can-
didates, and the BY candidate with its associated secondary vertex are calculated. In
the following a description of the calculation of all relevant variables is provided. Ta-
bles 7.5 and 7.6 summarise the numerical values for all selection criteria applied on
these variables for signal and various background samples. For the figures illustrating
the distributions used in the analysis, all previous selection requirements have been ap-
plied. Appendix C provides more illustrations where the distributions are shown after
the HLT. In all figures of this section and the Appendix the background is composed
of bb — pu*pu~ + X. The background contributions from rare decays (peaking and
non-peaking) will be discussed later in section 7.6 and are not included in this section.
The most important selection criteria have been optimised in a grid search for best

upper limit. This is described in subsection 7.4.4. The primary vertex is determined
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Figure 7.11: Muon identification in three |n| bins, measured with the ‘tag and probe’
method [81], illustrated in the histogram labelled ‘TnP’. The histogram labelled ‘MC’ is
the muon identification efficiency determined on all muons using MC-truth to identify
any muon. The histogram labelled ‘MC Probe’ uses MC-truth on the restricted set of

muons which accompany a tag muon.

with the standard algorithm [82] used in CMS.

7.4.1.1 Muon Selection

Muon candidates are selected from the global muon collection. If more than two muon
candidates are found, the pair with the smallest hf separation is chosen. Alternative
selection schemes, e.g. the two leading muons, or the leading muon plus the closest
muon, lead to comparable signal selection efficiencies, albeit with (insignificantly) lower
signal /background ratios. Both muons are required to have transverse momentum
p1 > 4.0GeV and to be in the central part of the detector —2.4 < n < 2.4. For

the signal reconstruction, both muons are required to have opposite charges. The n¢
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separation of the two muons

AR(u) = /(o = 1) + (G — 6)? (7.12)

is a powerful discriminator against gluon-gluon fusion background with both b-hadrons
decaying semileptonically: The muons of those b-hadrons tend to be back-to-back, while
the signal shows a peaked distribution with a maximum at AR(uu) ~ 1. Figure 7.12

illustrates signal and background distributions of muon variables.

a) b) c)

£ £ F £
2 r 7Signd S - B signal
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Figure 7.12: Muon variable distributions in the mass region 4.8 < m < 6.0 GeV (after
HLT): a) transverse momentum, b) pseudo-rapidity, c¢) n¢ separation of the two muons.

The histograms are normalised to unity.

7.4.1.2 B? Candidate Selection

B, candidates are formed by vertexing the two muon candidates. The By candidate is
required to fulfill p; > 5GeV. Figures 7.15a) and 7.15b) show the transverse momen-
tum and pseudorapidity distribution of the reconstructed B? candidates, respectively.
The reconstructed mass of the B, candidate is a powerful handle to reduce backgrounds.
Figure 7.13 illustrates the mass resolution obtained on the signal MC event sample at
various stages of the analysis. The distribution is fit with two Gaussians, the quoted
width o = 41.7MeV is determined according to
L, Nt Niok
N2+ N2 7

(7.13)
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where 0, = 35.5MeV (0, = 70.2MeV) and N,, = 0.17 (N, = 0.06) are the width

and normalisation of the narrow (wide) Gaussian, respectively. The mass resolution,

in particular its strong |n|-dependence (see Figure 7.14), is limited by an inconsistent

treatment in simulation and reconstruction of inhomogeneities in the magnetic field.!
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Figure 7.13: Reconstructed B, candidates m,,, distribution in signal MC, normalised

to 1fb™" a) after HLT, b) before vertex and isolation cuts, c) after all analysis cuts.
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Figure 7.14: |n|-dependence of the invariant mass distribution of the reconstructed Bj

candidates after HLT for different muon p,-threshold. a) sigma and b) mean of m,,,

distribution.

L This problem has been fixed in the releases CMSSW _1_8 0.
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7.4.1.3 B? Candidate Vertexing

Signal events are distinguished by two muons originating from the same secondary
vertex while the muons in the bb — u*u~ + X background sample stem from separate
vertices. Vertexing the two muons therefore provides a powerful handle in this back-
ground reduction. The transverse momentum vector of the B, candidate must be close
to the displacement of the secondary vertex from the primary vertex: the cosine of the
opening angle between the two vectors must fulfill cos(a)) > 0.9985, corresponding to
an angular separation of about 3.1°. The flight length significance of the B? candidate
is an excellent handle against (prompt) combinatorial background. The significance of
the (unsigned) flight length [3p is defined as l3p/s3p, where s3p is the error on the flight
length. Both the flight length and its error are determined by the standard CMSSW
tool VertexDistance3D. The vertex quality is quantified by the fit-x?; for a vertex with
two tracks the number of degrees of freedom is always 1. Figure 7.16 illustrates the
distributions relevant for vertexing. It should be noted that the bb — putpu~ 4+ X back-
ground distribution displays two peaks in this distribution: A second peak is off-scale

at cos(a) ~ 1, this peak is absent for the signal sample.

7.4.1.4 B? Candidate Isolation

In high-p, gluon-splitting events the bb quark pair moves closely together due to their
boost, and the two decay vertices of the resulting b-hadrons cannot be well separated
in all cases. However, because of the other hadrons in semileptonic decays of both
b-hadrons, the hadronic activity around the dimuon direction is enhanced compared
to the signal decay. This is exploited in isolation requirements. The isolation I, as
applied in the searches at the Tevatron, is determined from the B, candidate transverse
momentum and charged tracks with p; > 0.9 GeV in a cone with half-radius » = 1.0

around the dimuon direction as follows:

p1(Bs)
pL(Bs) + 2 IpL]

Figure 7.15¢) illustrates the distribution of isolation variable I. For B; candidates

I= (7.14)

without any charged tracks above the transverse momentum cutoff, I = 1. The pro-
nounced dip in the distribution just below I = 1 arises from the minimum transverse
momentum requirement that implies a maximum value of I, depending on the trans-

verse momentum of the B? candidate.
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Figure 7.15: Reconstructed By candidates in the mass region 4.8 < m < 6.0 GeV (after

HLT): a) transverse momentum, b) pseudo-rapidity, c) isolation. The histograms are

normalised to unity.
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Figure 7.16: Secondary vertex distributions in the mass region 4.8 < m < 6.0 GeV

(after HLT): a) cosine of the angle between the Bj candidate flight direction and
secondary vertex in the transverse plane, b) flight length significance, ¢) x?/ndof of the

secondary vertex fit. The histograms are normalised to unity.

7.4.2 Factorising Selection Requirements

The efficiency for event selection on the signal and bb — putp~ + X background is

provided in Table 7.5. The application of all selection requirements leaves no remaining

background event. Given the limited luminosity of the generated background sample,
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this does not allow to determine a reliable background estimate. However, the relatively
mild correlation to the other selection criteria [71] allows a factorisation of the isolation
I and x? requirements from the other cuts: Their efficiencies are determined on an
event sample where the dimuon mass is 4.8 < m < 6.0 GeV and the significance of the
secondary vertex separation is lsp/osp > 7. The expected bb — p*p~ + X background
event yield is then obtained by multiplying the isolation and x? efficiencies with the
event yield after all the other cuts. This preselection is quite loose to provide enough
statistics to allow tight 2 or I cuts, but still retains mostly those background events

that mimic the signal event signature.
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Figure 7.17: Signal and background distributions of the flight length significance after
HLT in the mass region 4.8 < m < 6.0GeV: a) in three dimensions and b) in the
transverse plane. The preselection criteria was defined as l34/034 > 7 and l,, /o,y > 7,

respectively.

7.4.3 Event Selection Summary

The total signal efficiency amounts to € = (2.64 4 0.120) x 1072, assuming factorisation
of the I and x? selection criteria it is ¢ = (2.66 £+ 0.121) x 1072, arguably consistent
with the former. Both errors are statistical only. For the bb — ptp~ + X dimuon
background sample, the efficiency is determined to be ¢ = (4.24 4+ 0.192) x 1078, as-
suming factorisation of these two criteria (statistical error only). Due to the limited

MC statistics in the background sample, the simultaneous application of all cuts results
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in no remaining events and does not allow a determination of the background rejection
without the factorisation assumption.

At this stage the bb — pTpu~ + X background event yields have been obtained
in the full mass window 4.8 < my, < 6.0GeV. For the determination of the final
sensitivity only the background yield in the signal window mp, 4+ 100 MeV is relevant.
This reduction factor f = 0.17 is determined by loosening the selection cuts to those
at the HLT, and then determining the ratio of background events in that window to
the total. With a linear background parametrisation, f varies only very weakly with
the fit parameters. Figure 7.18 illustrates the non-peaking bb — u+pu~ + X background

m,,,, distribution after kinematic cuts and after HLT requirements.
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Figure 7.18: Background m,,,, distribution. a) after HLT, b) before vertex and isolation

requirements.

The origin of the remaining background events has also been studied. In the mass
window 0 < m,, < 10GeV, and before trigger requirements, all production processes
(gluon fusion, flavour excitations, and gluon splitting) are present. Gluon fusion pro-
cesses contribute at high mass with direct muons from both B decays, while at low
masses My, ~ 2GeV (cf. Figure 7.4) muon pairs from direct and cascade decays con-
tribute. After the HLT, gluon fusion processes no longer contribute significantly. In
the mass window 4.8 < m,,, < 6.0 GeV and after the full analysis chain, the remaining
16 events are from 14 gluon-splitting and 2 flavour-excitation events.

The non-peaking background from c¢ production has also been analyzed both in the

Spring07 and CSAQ7 samples. However in both cases no events are left: In Spring07
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there is no event left after the application of the flight length significance criterion, and
in CSAOQ7 the isolation requirement eliminates all remaining events (even in the fac-
torising version). Table 7.6 summarises this together with the event reduction obtained

in the Stew background sample.

Table 7.5:
counted in the mass interval 4.8 < m,, < 6.0GeV and are normalised to a luminosity
of 1fb~ 1.

determined relative to the event sample after the requirements of 4.8 < m,,, < 6.0 GeV

Event reduction and efficiency for the offline selection. The events are
The efficiencies for x? and I, quoted in the middle part of the table, are
and l3p/osp > 17.0 (different normalisation). The other efficiencies are cumulative.

The total event selection efficiency and event yield are provided without and with the

assumption of factorisation of the x? and I cuts.

Signal bb— utpu= +X
Description Selection Criteria Events Efficiency Events Efficiency
gen. kinematics see text 103 — 3.24 x 108 —
L1 see text 51.7 0.503 1.52 x 108 0.469
HLT (w/o mass cut) see text 17.6 0.171 5.07 x 106 0.016
Good events rec. candidate, PV 15.2 0.148 4.84 x 106 0.015
Mass cut 4.8 <my, < 6.0GeV
Pointing angle cos(cr) > 0.9985 11.0 0.107 2.46 x 10* | 7.58 x 1075
Flight distance l3q/o3q > 17.0 6.2 0.060 1979 6.10 x 10~
Vertex fit (diff. norm.) | x2 < 5.0 0.940 0.406
Isolation (diff. norm.) 1> 0.850 0.469 0.017
Total Efficiency w/o factorisation 2.7 0.026 0.0 0.0
Total Efficiency w/ factorisation 2.7 0.027 13.8 4.24 x 1078
Signal window mp, £+ 100 MeV 2.6 4 0.079 0.025 2.370-952 1 7.20 x 1079

7.4.4 Selection Optimisation

The selection requirements presented in the previous subsections are the result of a
multi-dimensional grid search for best upper limit, in regions around the values of the
selection criteria used in the previous study [47].!

As shown in Figure 7.19 the n¢ separation and the invariant mass of the two muons
in bb — ptp~ 4+ X background sample are correlated. If only the events in the mass
region 4.8 < m,, < 6.0GeV are considered, the AR(yuu) distribution of the background

events becomes very similar to the one of the signal events. In fact, it was found that by

'Due to a shortage of background MC samples an optimisation of the selection requirements was
not possible in the previous study.
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Table 7.6: Event reduction and efficiency for additional background samples. For other

details see caption of Table 7.5.

cE—putp~ +X Stew
Description Selection Criteria Events Efficiency Events | Efficiency
gen. kinematics see text 8.54 x 107 — 0.0 —
L1 see text 3.88 x 107 0.417 0.0 NaN
HLT (w/o mass cut) see text 1.16 x 108 0.012 0.0 NaN
Good events rec. candidate, PV 1.10 x 106 0.012 0.0 NaN
Mass cut 4.8 <myy < 6.0GeV
Pointing angle cos(a) > 0.9985 9698 1.04 x 1074 0.0 NaN
Flight distance lsq/03q4 > 17.0 291 3.13 x 10~6 0.0 NaN
Vertex fit (diff. norm.) | x2 < 5.0 0.391 0.0
Isolation (diff. norm.) 1> 0.850 0.0 0.0
Total Efficiency w/o factorisation 0.0 0.0 0.0 NaN
Total Efficiency w/ factorisation 0.0 0.0 0.0 0.0
. Signal window ‘ mp, + 100 MeV 0.0+ 0.0 ‘ 0.0 ‘ 0.0759 ‘ 0.0

omitting the AR(uu) selection criteria neither the overall background rejection power

nor the overall signal selection efficiencies change. Therefore the AR(upu) selection cri-

teria was removed from this analysis, but should eventually be reconsidered in samples

if larger statistics are available.
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Figure 7.19: Correlation between n¢ separation and invariant mass of the selected

muons: a) two dimensional distribution of AR(up) and my, in background sample,
AR(pp) distribution of signal and background b) after HLT, ¢) after HLT in mass

window 4.8 < m, < 6.0GeV. The histograms are normalised to unity.
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After removing the AR(uu) cut, the remaining selection criteria were optimised by
determining the lowest achievable upper limit on the B® — u*pu~ branching fraction
in 1fb~! in a multi-dimensional grid search. The value of each selection criteria was
varied in a certain interval, as listed in Table 7.7 along with the number of division
per interval. For each permutation of cut variables, the upper limit was calculated
evaluating the final number of signal and background events using factorising vertex
and isolation selection requirements. The grid search was performed twice, once using
a decay length significance criterion in three dimension and once in the transverse
plane. The best combination of selection criteria is compared in Table 7.8 to the
previous analysis. The most important changes include the relaxation of the vertex y?

requirement and the tightening of the pointing angle requirement.

Table 7.7: The range and the number of iteration steps used for each selection criterion

in the grid-search.

’ Variable ‘ Range ‘ Number of steps ‘ Step size ‘

p1(0) 3...4GeV 1
p1(Bs) 5..8GeV 4 1
loy /0y 5..24 20 1
lsg/03q 5..24 20 1
cos(a) 0.9980 ... 0.9995 4 0.0005

1 0.85 ... 0.95 0.05

X2 1..8 8 1

Table 7.8: Selection requirements in the present analysis compared to previous study.

Previous analysis

Present, analysis

pJ_(f) > 3.0

pL(f)>4.0

03 < Ry <12

removed

4.8 <myy < 6.0GeV

4.8 <myy < 6.0GeV

p1(Bs) > 5.0GeV

pi(Bs) > 5.0GeV

cos(a) > 0.9950

cos(ar) > 0.9985

lay/Ozy > 18.0

lgd/o'gd > 17.0

x2 < 1.0

x? < 5.0

I>0.850

1> 0.850

The resulting best upper limits, when applying a decay length significance cut in

either the transverse plane or in three dimensions, do not differ significantly. A choice
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was made in favour of a three dimensional decay length significance cut, since it gives

a slightly better upper limits.
Figures 7.20-7.22 illustrate the previous [47] and present selection criteria. The dis-

tributions show the the corresponding variable on a loosely preselected event selection

before the cut is applied.
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Figure 7.20: Transverse momentum of a) the muons and b)the reconstructed By can-
didates before the application of the p, (¢) and p, (Bs) cut, respectively. The previous
and optimised selection criteria are indicated by the dashed and solid lines, respectively.
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Figure 7.21: a) pointing angle distribution, and decay length significance b) in the
transverse plane and c¢) in three dimension before the application the corresponding

cut. The previous and optimised selection criteria are indicated by the dashed and

solid lines, respectively.
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Figure 7.22: Distributions to determine the efficiencies of the two factorising cuts after
applying the preselection criterion l34/034 > 7, a) vertex fit x? and b) isolation . The
previous and optimised selection criteria are indicated by the dashed and solid lines,

respectively.

7.5 The Normalisation Sample B — Jji) K+

To minimise the dependence on the unknown bb production cross section and lumi-
nosity measurements, the analysis uses a normalisation sample B* — Jji) K* with
a signature similar to the signal decay B? — uTp~. Many systematic errors cancel
to first order when the upper limit is derived using a normalisation to a similar decay
channel measured in data. The B* — J/) K* sample will furthermore allow a detailed
comparison of the detector performance and analysis selection efficiencies in data and
MC simulation. It will also allow the reweighing of the BT transverse momentum
spectra so that the MC simulation reproduces the data.

The decay B* — J/ip K+ has a large and well-measured branching fraction with only
one additional track in the final state compared to the signal decay. However, the
hadronisation of the BT mesons can be different from the BY meson, affecting for in-
stance the isolation variable. The dominant uncertainty here will be in the ratio fs/ fu,
which is of the order 15%. The decay is reconstructed using requirements as similar to
the signal mode as possible: The BT decay vertices are reconstructed using only the
two muons and no mass-constraint on the J/i) mass is applied. Table 7.9 summarises

the selection criteria and their efficiencies of the normalisation analysis.

Figure 7.23 illustrates the mass resolution obtained on the B¥ — Ji) K* event

sample at various stages of the analysis. Figure 7.24 illustrates the combinatorial

150



7.5 The Normalisation Sample B* — J/i) K*

Table 7.9: Event reduction and efficiency for the offline selection applied to the nor-
malisation BT — J/p K*. For other details see caption of Table 7.5.

Normalisation Signal Background
Description Selection Criteria Events Efficiency Events Efficiency
gen. kinematics see text 2.10 x 106 — 8.31 x 107 —
L1 see text 9.78 x 10° 0.465 3.60 x 107 0.269
HLT (w/o mass cut) see text 4.86 x 105 0.231 1.51 x 107 0.113
Good Event rec. candidate, PV 3.66 x 10° 0.174 1.07 x 107 0.080
Mass cut 4.8 <myuk < 6.0GeV
Pointing angle cos(a) > 0.9985 1.38 x 10° 0.066 4.34 x 105 0.003
Flight distance l34/034 > 17.0 9.42 x 104 0.045 2.36 x 10° 0.002
Vertex fit (diff. norm.) X% < 5.0 0.900 0.501
Tsolation (diff. norm.) I > 0.850 0.412 0.387
Total Efficiency w/o factorisation 3.14 x 104 0.015 4.02 x 10* | 3.00 x 104
Total Efficiency w/ factorisation 3.49 x 10* 0.017 4.56 x 10* | 3.41 x 104
Signal window (w/o fact) | mp+ + 100 MeV 2.95 x 104 0.014 4055 3.03 x 1075
Signal window mp+ & 100 MeV 3.29 x 104 0.016 6045 4.52 x 107°

background to be expected from b-hadron decays into J/i) mesons after subsequent

requirements. While the background is not negligible, it is not expected to pose a

significant problem for the extraction of the normalisation yield. The background

shape is well described by an exponential function; the experience at CDF and DO

does not indicate any evidence that Cabibbo-suppressed BT — J/ip7 decays appear
at a significant level. The signal yields determined in the B* — Jji) K+ signal MC

sample, given in the third-last row in table 7.9, agree within the statistical uncertainties

well Wigjl the signal yields obtained i%)the non-prompt J/1 samplecan Figure 7.24.
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Figure 7.23: Reconstructed B* candidates m,, distribution in signal MC, normalised

to 1fb~! a) after HLT, b) before vertex and isolation cuts, ¢) after all analysis cuts.
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Figure 7.24: Reconstruction of B¥ — Jj) K*: Signal and background (combinatorial
background in b — JA) (— ptp~)X sample), normalised to 1fb~'. a) after HLT, b)
before vertex and isolation cuts, ¢) after all cuts (w/o factorisation).

The various distribution for B — y*pu~ and B* — Jiy K+ after the HLT require-
ment and in the mass window 4.8 < my,x) < 6.0 GeV are illustrated in Appendix D.
The agreement between the respective distributions is quite good, indicating that the

reconstruction of the normalisation sample and the signal sample is very similar.

7.6 Background study

This section quantifies the background from rare decays of one b-hadron, with or with-
out muons in the final state. The background contributions from the combination of
one muon with a misidentified hadron have been investigated with a generator-level
study in Ref. [71].

As described in Table 7.3 of section 7.1 a variety of rare decay channels was studied.
In Table 7.10 the efficiency for the event selection in the rare b-hadron background
samples is presented.

The mass distributions of the rare b-hadron decay backgrounds before the applica-
tion of selection criteria are illustrated in Appendix E. A few remarks on these mass

distributions can be made:

e Often the invariant mass distributions shows two different components: One at
lower invariant masses due to the decay channel under study, and one at higher
in variant masses due to the combination of one final state particle with another

muon from the semileptonic decay of the other b-hadron in the event.
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Table 7.10: Rare background contributions expected in 1fb~' calculated using a
misidentification probability of e, = 0.6% for pions, ex = 1.1%, for kaons and
e, = 0.2% for protons. The initial number of events is the number of expected back-
ground events reduced by the misidentification probability and the HLT efficiency.

Final State 2h from b-hadron lh+1p+X 2 u+ X
Description Selection Criteria | Events | Efficiency | Events Efficiency Events Efficiency
generated events see text 19.7 — 8258 — 2.47 x 10* —
Pointing angle cos(a) > 0.9985 2.6 0.131 89.4 0.011 38.5 0.002
Flight distance lsp/osp > 17.0 1.5 0.074 54.4 0.007 25.3 0.001
Vertex fit (diff. norm.) | x2 < 5.0 0.933 0.916 0.958
Isolation (diff. norm.) I > 0.850 0.600 0.410 0.149
Total Efficiency w/o factorisation 0.829 0.042 19.3 0.002 2.3 9.25 x 1075
Total Efficiency w/ factorisation 0.819 0.041 20.3 0.002 3.7 1.48 x 1074
‘ Signal window ‘ mp, £ 100 MeV ‘ 0.399 ‘ 0.020 ‘ 1.1 ‘ 1.30 x 10~* 0.019 ‘ 7.50 x 10~7 ‘

e Semileptonic decays are not a problem as the good mass resolution provides for
sufficient separation between the upper edge of the continuum mass distribution

and the B? — p*p~ signal region.

e Decays of A, hadrons constitute a peaking background in the signal region. Their
rate however is very strongly suppressed and their expected background contri-

bution is very small even before any selection criteria (see table 7.3).

e The good mass resolution also significantly reduces background from rare hadronic
B decays, so that only a minor fraction of the tail (the central value of their mass
distribution is shifted because of the wrong mass hypothesis) is leaking into the

B? — pTu~ signal region.

Figure 7.25 summarises the mass distribution of all the decays that are left after
the application of selection criteria. Rare b-hadron decay backgrounds contribute to

the overall background with an additional nj3™ = 1.5 events.
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Figure 7.25: Background m,,, distribution after the application of all selection criteria
(using factorising selection criteria) for all channels that are left: a) B, decays, b) By

decays, ¢) B. and B, decays, d) A, decays.
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7.7 Systematics

The upper limit is affected by the statistical and systematic errors through the resulting
uncertainty in the signal efficiency and the background yield. The calculation of the
upper limit, described in section 7.8, requires as input the errors on signal efficiency

and background yield.

Muon identification
The uncertainty on the muon identification efficiency has no influence on the signal
efficiency, as it cancels to first order in the ratio with the normalisation sample. It af-
fects the background uncertainty, however. It is assumed that the muon identification
efficiency will be determined with an error of 5%. The hadron misidentification prob-
abilities for the determination of the hadron background have been varied by 420 %;
the background uncertainty amounts to 6 %. Kaon misidentification is the dominant

source for this uncertainty.

Tracking
The tracking efficiency uncertainty is assumed to be 5%. It will be determined by a
dedicated study group of the CMS tracking POG. The effects of this uncertainty are
on the one hand in the signal track reconstruction, and on the other hand the isolation
criteria is affected. Since the normalisation sample has one additional kaon track in the
final state, the tracking uncertainty will affect this directly by 5 %. The uncertainty due
to the tracker misalignment is estimated based on the efficiency difference of the vertex
x? requirement between the perfectly aligned Spring07 signal sample (summarised in
Table 7.11) and the 100 pb™! alignment conditions in the CSA07 signal sample. This

gives a signal efficiency uncertainty of 3% and a background uncertainty of 5 %.

Factorising Selection Requirement
Because of the limited statistics in the background samples, the selection requirements
for the vertex fit x? and isolation are studied independently on an enlarged dataset.
The signal efficiency differs by 1% between the factorising and simultaneous analysis
efficiency. In the normalisation sample a difference of 10 %, and 12 % for the normali-
sation background was found. On the background sample, the two efficiencies cannot

be compared as no event survives the complete analysis chain. The systematic error
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7.7 Systematics

Table 7.11: Event reduction and efficiency for the offline selection for signal and back-
ground in the Spring07 event samples (perfect alignment). For other details, see the
caption of Table 7.5.

Signal bb— ptpu~ + X
Description Selection Criteria Events Efficiency Events Efficiency
gen. kinematics see text 66.0 — 1.32 x 108 —
L1 see text 33.8 0.512 3.89 x 107 0.295
HLT (w/o mass cut) see text 15.0 0.228 3.97 x 106 0.030
Good events rec. candidate, PV 114 0.173 2.89 x 10° 0.022
Mass cut 4.8 <myy, < 6.0GeV
Pointing angle cos(a) > 0.9985 6.4 0.098 1.74 x 10* | 1.32 x 1074
Flight distance lsg/o3q > 17.0 4.3 0.066 2739 2.07 x 105
Vertex fit (diff. norm.) | x? < 5.0 0.910 0.391
Isolation (diff. norm.) 1> 0.850 0.491 0.017
Total Efficiency w /o factorisation 1.8 0.027 0.0 0.0
Total Efficiency w/ factorisation 1.9 0.029 17.9 1.36 x 1077
. Signal window . mp, £ 100 MeV . 1.8 +0.024 . 0.027 3170980 | 232 x10°®

for the background yield is assumed to be 20 %.

Trigger Efficiency
An uncertainty of 5% (relative) for each the L1 and HLT efficiency is assumed. This

propagates directly into a 5% uncertainty on signal efficiency and background yield.

Hadronisation Uncertainties in the Normalisation Sample
The normalisation for this analysis will rely on the measurement of a control sample
in data (as in the analyses of CDF and DO0). The largest external uncertainties here is
from the ratio of fragmentation probabilities f; and f;. The uncertainty amounts to
15 %.

Summary
Combining the systematic error, summarised in Table 7.12, quadratically with the
statistical error, the signal efficiency is known to about 18 %, while the background

yield uncertainty amounts to about 37 %.
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Table 7.12: Summary of systematic uncertainties.

Source Aasignal AEBackground
Muon ID efficiency - 5%
Muon misID probability - 6 %

L1 Efficiency 5% 5%
HLT Efficiency 5% 5%
Misalignment 3% 5%
Kaon tracking efficiency 5% -
Factorising selection 1% 20 %
fs/fu 15%

Total 18 % 23 %

7.8 Results

Using the event and candidate selection described in section 7.4 the total cumulative
selection efficiency for signal events is g = 0.025 and the background reduction fac-
tor is eg = 7.20 x 1079, With this selection, the first 1fb™" of integrated luminosity
will yield ng = 2.7 signal events and np = 2.3 background events in the signal win-
dow mp, £ 100 MeV. Additional background events in the mass window arise from
rare decays of b-hadrons as described in 7.6. The total contribution of these events
is n'2' = 1.5, giving a total background contribution of n'* = 3.8. As described in
section 7.7, the combined statistical and systematic uncertainties of the background

estimate is 37 % and for the signal efficiency it is 18 %.

Using the tools in [83] the signal can be extracted with a significance ScP = 0.6,
which is too low to claim a significant observation. Therefore, the main result of this

analysis is the expected upper limit that can be achieved in this data sample.

The upper limit on the number of observed signal events is determined following

the Bayesian procedure described as in Ref. [84], using the function

blimit (double ¢, int n, double a, double aS, double b, double bS, double
g)

where b is the confidence level (0.9 in our case for a 90 % C.L.). The (expected)

number of observed events n = ng+np is computed from the expected signal yield and
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the non-peaking plus peaking backgrounds. By setting the signal acceptance a = 1, the
function blimit will return the number of observed signal events and not the number
of produced signal events. The acceptance error aS is set to the relative efficiency
error (quadratic sum of statistical and systematic error). The background yield b
contains both peaking and non-peaking contributions, its error bS is the quadratic sum
of statistical and systematic error. With g =1 a flat prior is obtained.

The upper limit on the branching fraction has been determined B? — pTu~ in the
two ways, described in sections 7.8.1 and 7.8.2. The first method relies on an absolute
normalisation and will not be used in data. The second method has been described in
subsection 7.1.3 and relies on a normalisation sample. In both approaches, the number
N (nops, nB, ng) is the number of signal candidate BS — up~ decays at the 90% C.L.,
estimated using the Bayesian approach of Ref. [84], where n, is the expected number

of observed events given ng and ng expected background and signal events.

7.8.1 Result with Absolute Normalisation

In this first approach, the upper limit is determined as

N(n0b57 ng, TLS)

B(B) — ptpu7) <

Egen Etotal NBS

The a priori expected limit is given by the average of all possible observations, ran-
domly sampled from a Poisson distribution with mean n.,s = ng +ng. The number of
produced B, mesons, Np, = 1.05 x 10}, is computed from the ‘known’ cross section
and luminosity of the MC event sample (in the real analysis with data, this will be
normalised to a control sample with well-measured branching fraction). The efficiency
is divided into two parts: g, = 2.54 x 107! is the kinematic acceptance that a pro-
duced B, meson decays into two muons satisfying the generator level cuts described
in section 7.1. The efficiency €121 = 0.025 is the cumulative efficiency of the complete
analysis chain. For the expected signal and background event numbers ng = 2.6 and
n'st = 3.8, the expected number of observed events is nys = 6.4 and the corresponding
number of signal candidate decays is N (ngps, %', ng) = 8.5 at the 90 % C.L. The gives

the following upper limit on the branching fraction

B(BY — ptpu~) <1.3x 1078,
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7.8.2 Result with Normalisation Sample

The second method of extracting the upper limit is based on the normalisation sample

as described in subsection 7.1.3. The upper limit at the 90 % C.L. is calculated from

B N(Nops, g ng)  fu opr £58 gama
B(B® — = 90%C.L.) = s 2 e B2 B
D (= S R Al R

~B(B* — JWK®) - B(Jf

where apo (ap+) is the generator-level acceptance for signal (normalisation) events,
S8 (e58) is the trigger efficiency for signal (normalisation) events, epo (eBF) is the
an;lysis efficiency for signal (normalisation) events, and B(B* — Jip K*) = (1.007 &
0.035) x 103 and B(Jp — ptp~) = (5.93 £ 0.06) x 10%, and finally f, = (10.50.9) %
and f, = (40.20.9) %.

Using the event and candidate selection described in section 7.5 the total cumulative
selection efficiency for signal events in the normalisation channel is gy n = 0.016. By
normalising to the the number of B* — J/i) K* events ny = 3.29 x 10, the resulting

on the branching fraction is given by
B(B? — ptp) <1.3x 1075

This determination of the upper limit is consistent with the upper limit resulting

from the absolute normalisation.

While this upper limit is about four times above the SM expectation, it allows
already constraints on new physics models with the first 1fb™! of integrated luminosity.
A better determination of the expected background event yield and use of additional

selection cuts will further lower the upper limit.
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Appendix A

DACs and Registers

Table A.1: DACs and registers sorted by category.

’ Category ‘ Bit ‘ Name Action
8 | Vana analogue voltage
Voltage 4 | Vdig digital voltage
Regulators 4 | VComp supply voltage of comparator
8 | Vsf linear behaviour of the pulse height
in the low Vcal range
8 | VwllPr preamplifier feedback
4 | VrgPr preamplifier feedback
8 | VwllSh shaper feedback
4 | VrgSh shaper feedback
Analogue 8 | Vtrim trim bits scale factor
?) 8 | VthrComp comparator threshold
= 8 | VhldDel hold delay
— 8 | Vleak comp | sensor leakage current compensation
E: 8 | VIColOr current sent to periphery
~ Trigger 8 | Vnpix min. number of pixel hits per d. c.
8 | VSumCol min. number of double columns
. 8 | Veal pulse height of calibration signal
Calibrate . . .
8 | CalDel delay of calibration signal
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Table A.2: DACs and registers sorted by category (continued).

Category Bit | Name
. 4 | Vbias_sf shifts the pulse height range
> | Pixel readout i
E 8 | Vlbias_bus | threshold for the voltage conver-
£ sion of pixel address currents
o 8 | VIbiasOp
Q Double column 8 | VoffsetOp shifts the pulse height range
R | readout 8 | Vlon stretches the pulse height range
8 | VOffsetRO | shifts the pulse height range
8 | Ibias_ DAC | analogue level of ROCs
Control and . i
8 | Vlbias_ PH | stretches the pulse height range
Interface Block ] i
8 | Vlbias_roc | stretches the pulse height range
and the address levels
8 | CtrlReg low/high Vecal range, full/half
Registers speed and chip enabled /disabled
8 | WBC trigger latency
8 | RangeTemp | temperature measurement range
8 | Inputbias scales the signal
TBM 8 | Outputbias | scales the signal
8 | Dacgain analogue level of TBM
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Appendix B

DAC Default Settings

Table B.1: Default settings and dynamic optimisation (denoted with *) of DACs.

DAC Default | Optimisation criteria
Vana 150* | analog current is 24 mA
Vdig 6 address levels: linear behaviour of amplifier and

below external voltage (2.5 V)

VComp 10 reliable operation, fallback solution if trimming

doesn’t work anymore (after irradiation)

Vsf 150* | optimise linearity in low range while keeping digi-

tal current below 5 A

Vleak Comp 0 compensation of leakage current after irradiation
VwllPr 35 compromise between maximum pulse height and
VwllSh 35 minimum time walk (the four preamplifier /shaper
VrgPr 0 system DACs are set simultaneously, the two
VrgSh 0 DAC pairs are set to the same value by design)
Vtrim * lower highest pixel threshold to lowest pixel
threshold on ROC while all trim bits are on
VthrComp 90* different settings during trimming (determine

Vtrim/trim bit while VthrComp is set to mini-
mum of pixel threshold distributions at Vcal = 60)
and calibration (stable point in VthrComp-CalDel
readout distribution of one pixel at Vcal = 200)
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Table B.2: Default settings and dynamic optimisation (denoted with *) of DACs.

DAC Default | Optimisation criteria

VhldDel 160 stable sampling point for different pixel and different
Vcal values: flat distribution around maximum pulse
height and distinguishable for Vcal

VIColOr 99 arbitrary, no influence on pulse height above 20

Vnpix 0 only self triggering mode with Marlon Trigger

VSumCol 0 Chip (MTC)—not used

Vcal 200 -

CalDel 70* center of readout range at VthrComp|inreshola + 50

Vlbias_bus 30 reliable address level conversion

Vbias_sf 10 reliable operation (for pulse height shift see Voff-
setR0/VoffsetOp)

VIbiasOp 50 no influence on linearity with respect to VoffsetOp over
the whole range (but no signal below ~ 20)

VoffsetOp 40* shift pulse height range to target ADC range after VIb-
ias_ PH optimisation (linearity high range)

Vlion 130 no influence on linearity with respect to VoffsetRO and
VIbiasOp for VIon > 110 (for pulse height stretch see
VIbias PH instead)

VOffsetRO 120 pulse height range can be shifted to any ADC range with
VoffsetOp (linearity high range)

Ibias DAC 90* | set ultrablack levels of ROCs to TBM ultrablacks (fixes
the position of all other levels, maximum level at +1000)

VIbias_ PH | 220* | stretch/squeeze pulse height height to 2000 (from —1000
to +1000)

Vlbias_roc 220 maximum address level stretch and pulse height ADC
range (see VIbias_PH instead)

Inputbias 128 no influence on pulse height above 110

Outputbias 128 no influence on pulse height above 110

Dacgain 128* | TBM ultrablack below -1000 for both channels with least

difference to -1000 (fixes the position of address levels)
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Appendix C

Signal and Background Distributions

Figures C.1-C.5 illustrate the various distributions for the signal B? — pTp~and
background bb — putp~ + X, after the HLT requirement and in the mass window
4.8 <my, < 6.0GeV. The histograms are normalised to unity.
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Figure C.1: Muon variable distributions: a) transverse momentum, b) pseudo-rapidity,

¢) n¢ separation of the two muons.
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Figure C.2: Reconstructed BY candidates: a) transverse momentum, b) pseudo-

rapidity, ¢) Isolation of the B? candidate.

164



Asignal
[JBackground

Asignal
105 [Background

Asignal
[JBackground

events/bin
events/bin

10"

events/bin

10"
102

0.97 0.975 0.98 0.985 099 0.995 1
cosay,

o RN

P, o)
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Figure C.4: Flight length distributions in the transverse plane: a) flight length, b)
error on the flight length, ¢) flight length significance.
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Figure C.5: Flight length distributions in three dimensions: a) flight length, b) error
on the flight length, c) flight length significance.
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Appendix D

Normalisation Distributions

Figures D.1-D.5 illustrate the various distributions for the signal B? — puTp~and

normalisation B¥ — Ji) K+, after the HLT requirement and in the mass window

4.8 < my, k) < 6.0GeV. The histograms are normalised to unity.
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Figure D.2: Reconstructed B?/B™ candidates: a) transverse momentum, b) pseudo-
rapidity, c) Isolation of the B?/B™ candidate.
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Appendix E

Rare Background Distributions

Figures E.1- E.5 are absolutely normalised and illustrate the background distributions

before the application of selection criteria (muon identification, in particular). The

signal distribution is normalised to the same area as the background distribution.
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Figure E.1: Background m,, distributions before the application of selection criteria
for different channels: a) By — KTK~,b) B, — K*n~, ¢) By — n'.
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Figure E.2: Background m,, distributions before the application of selection criteria

for different channels: a) By — K~ u*v, b) By — ptpu=y, ¢) By — ptpn°.
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